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Abstract

Ibtehal Talal Nafea

Performance Modelling and Analysis of E-Commerce Systems Using Class Based Priority Scheduling

Recently, technological developments have affected most lifestyles, especially with the growth in Internet usage. Internet applications highlight the E-commerce capabilities and applications which are now available everywhere; they receive a great number of users on a 24-7 basis because online services are easy to use, faster and cheaper to acquire. Thus E-commerce web sites have become crucial for companies to increase their revenues. This importance has identified certain effective requirements needed from the performance of these applications. In particular, if the web server is overloaded, poor performance can result, due to either a huge rate of requests being generated which are beyond the server’s capacity, or due to saturation of the communication links capacity which connects the web server to the network.

Recent researches consider the overload issue and explore different mechanisms for managing the performance of E-commerce applications under overload condition.

This thesis proposes a formal approach in order to investigate the effects of the extreme load and the number of dropped requests on the performance of E-
commerce web servers. The proposed approach is based on the class-based priority scheme that classifies E-commerce requests into different classes. Because no single technique can solve all aspects of overload problems, this research combines several techniques including: admission control mechanism, session-based admission control, service differentiation, request scheduling and queuing model-based approach.

Request classification is based on the premise that some requests (e.g. buy) are generally considered more important than others (e.g. browse or search). Moreover, this research considers the extended models from Priority Scheduling Mechanism (PSM). These models add a new parameter, such as a review model or modify the basic PSM to low priority fair model, after the discovery of ineffectiveness with low priority customers or to add new features such as portal models.

The proposed model is formally specified using the π-calculus in early stage of models design and a multi-actor simulation was developed to reflect the target models as accurately as possible and is implemented as a Java-based prototype system.

A formal specification that captures the essential PSM features while keeping the performance model sufficiently simple is presented. Furthermore, the simplicity of the UML bridges the gap between π-calculus and Java programming language.
There are many metrics for measuring the performance of E-commerce web servers. This research focuses on the performance of E-commerce web servers that refer to the throughput, utilisation, average response time, dropped requests and arrival rate. A number of experiments are conducted in order to test the performance management of the proposed approaches.

**Keywords:** E-commerce-Performance-Priority Scheduling Mechanism-Overload
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Chapter 1: Introduction

1.1. Overview

The Internet is undergoing substantial changes from a communication infrastructure to a medium for conducting business and marketing a countless number of E-Commerce services. However, this dramatic increase in E-commerce is causing a rapid rise in the number of users due to its easy access from everywhere at any time. This increasing population of E-commerce users can lead to web servers’ overload and consequently poor performance. Poor performance has negative effects on the image of businesses. For example, if a web site takes one minute to load, it is quite possible that the user will leave that site for an alternative, faster, one.

Several solutions have been proposed to alleviate web server overload problems, such as (i) clusters of multiple web servers which improve response time and minimise server overload [3] (ii) cache servers are used to improve the performance of web servers through caching information [4], and (iii) mechanisms to schedule requests have been proposed to improve the performance of web servers [5, 6, 7].
In the following sections this chapter first presents the motivation and defines the aims and objectives of this research. Moreover, in this chapter the main contributions are presented and thesis outline is described.

### 1.2. Motivation

Modern-day services are becoming increasingly popular as they are easy to use, faster and cheaper to acquire. There has been a significant increase in E-commerce-based spending in countries such as USA (with 24% increase) and China (47% increase) [14]. This dramatic increase in the E-commerce services is causing a rapid rise in the number of customers and the consequential overload on the E-commerce web servers. Overloaded web servers have to process large number of customers’ requests which may go beyond their capacity. This can cause unacceptable response time or irregular behaviour or crashing such as servers crashing during black Friday [67] and cloud crash at Amazon’s website [68].

Businesses employ various strategies in order to manage a surge in the E-commerce customers within their financial constraints — i.e. to increase profit by optimally using existing resources such as web servers, network, etc. Businesses may face severe financial consequences if they fail to properly manage the load on E-commerce web servers.
Recent research considering the overload issue thus explores different mechanisms for managing the performance of E-commerce applications under overload conditions.

In summary therefore, this thesis focuses on the extremely important challenges to today’s E-commerce applications and the development of new mechanisms to control overload on the web servers. In addition, this thesis formally specifies the proposed approaches using the $\pi$-calculus in early stage of models design.

1.3. Research Rationale

This research takes into account web server overloading consideration in web server layer and how it can be improved by exploiting the class-based priority scheduling mechanism. Because the use of a single technique is not enough to solve all aspects of overload problems, this research combines several techniques including: admission control mechanism, session-based admission control, service differentiation, request scheduling and queuing model-based approach.

Generally, users can use different levels of web service, such as searching or browsing a web site for booking flights or buying on line. An analysis of the literature has revealed that the number of search and browse requests is significantly higher than payment requests. According to [1], the percentage of customers who buy items is significantly lower than those who usually use an E-commerce service to find information such as air fares or book prices, without
buying anything. Similarly, other research studies [3] report that the number of users (who buy items from the Internet) is 5% (see [3] for details). The large number of search and browse requests has performance consequences, as they severely affect the processing and response time of important requests, such as payments.

This research classifies E-commerce requests into high and low priority requests. Requests by paying customers should be favoured over others (e.g. search or browse). Moreover, this research considers the extended models from Priority Scheduling Mechanism (PSM). The extended models add a new parameter, such as a review model or modify the basic PSM to low priority fair model, after the discovery of ineffectiveness with low priority customers or to add new features such as portal models.

There are many metrics for measuring the performance of E-commerce web servers. This research focuses on the performance of E-commerce web servers that refer to the throughput, utilisation, average response time, dropped requests and arrival rate.

Experiments are conducted in an integrated environment which simulates real world E-commerce services by taking into account the clients, business web portals and the web servers deployed at the service provider sites. These experiments are conducted using multi-actor simulation.
1.4. Research Aims and Objectives

Performance improvement in web servers has become an increasingly important and challenging topic in the design of E-commerce applications. One aim of this research is to develop a new mechanism to meet high performance requirements. This thesis also aims at investigating different mechanisms for controlling server overload. It also aims to develop a new model that combines several mechanisms such as admission control mechanism, session-based admission control, service differentiation, request scheduling and queuing model-based approach.

In order to achieve the aims of this research, the objectives of the thesis are set as follows:

1. To review the development of different mechanisms that consider the web server overloading problem.
2. To investigate the impact of important metrics in web servers including average response time, percentage of dropped requests, number of handlers, throughput, arrival rates and utilisation using extensive simulations on revenue.
3. To evaluate the model by using several traffic loads such as burst traffic.
4. To test and validate the proposed models by comparing them with different properties such as different model basis or different buffer's size.
These objectives are achieved by developing the proposed model and extended models and validating them through a simulation model.

1.5. Contributions of the Research

The contributions of this research are summarised as follows:

1. Synthesise the performance management mechanisms of admission control, service differentiation, service degradation, queuing model and requests scheduling in a systematic manner in order to address the new and emerging issues such as performance of business web portals, classification of requests, and the effects of dropped (rejected) requests on the web servers used in the E-commerce services. Employing individual techniques such as admission control [5] or request scheduling [15] are inappropriate for addressing these issues as illustrated in chapter 2. The main proposed model is extended to give a chance to low priorities requests to be processed rather than reject them has demonstrated a further improvement in performance. In addition, a new parameter was added in review model to show that the proposed main approach is capable of assigning more than two types of priority to ecommerce requests. Therefore, review type is added because user reviews have become an important part of e-commerce because they influence customer purchasing behaviours. Finally, new features were added in portal model to provide a more effective way for managing the performance of modern e-commerce services that offer a flexible but complex setup involving multiple websites.
2. Formally specifying the proposed scheme: the specification process help to rapidly investigate a number of different protocols, as well as providing an architectural prototype for the implementation [8]. In addition, the architecture of the implementation can be generated automatically from the specification [9]. Moreover, a formal specification facilitates any behaviour construction such as changing priorities and adding client histories. Therefore, Priority Scheduling Mechanism (PSM) and extended models are more appropriate to modelling the complex nature of the modern E-commerce services.

3. Simulates realistic model is illustrated taking into account the clients, business web portals and the web servers deployed at the service provider sites. The multi-actor simulation was developed to reflect the target models as accurately as possible therefore, for all experiments; the proposed models were solved using multi-actor simulation. The structure of the simulation is based on the state of the proposed models which mimic e-commerce networks that have server and clients and it is seamlessly integrated by the Java programming language.

1.6. Outline of the thesis

The rest of the thesis is organized as follows:

Chapter 2 presents background in E-commerce application and the different types of architectures in which E-commerce applications can be implemented. Surveys related work for managing the performance of E-commerce
applications and the different mechanisms for improvement the performance is presented with examples from the literature.

Chapter 3 introduces the proposed approach of priority scheduling mechanism (PSM) combining several techniques and its characteristics. In addition, the chapter considers the architectures of the proposed models that have been developed from PSM, including their respective algorithms.

Chapter 4 explains the formal approach that investigates the performance of PSM and it contains the modify architecture of the extended proposed models. In addition, the chapter defines UML to understand the concepts and relationships between the model’s components.

Chapter 5 gives a detailed explanation of the multi-actor simulation model which has been used as a basis for the rest of the simulation models throughout the thesis.

Chapter 6 presents the experimental results based on the implementation of the proposed models. The experiments cover a wide range of input parameterizations to demonstrate performance metrics.

Chapter 7 Concludes the thesis with a discussion on the limitations of the thesis and a proposal for future work to be carried out based on this research.
Chapter 2:  Background and Related Work

2.1. Introduction

Recently, technological developments have affected most lifestyles, especially with the growth in Internet usage. Internet applications highlight the E-commerce capabilities and applications which are now available everywhere; they receive a great number of users on a 24-7 basis because the online services are easy to use, faster and cheaper to acquire. Thus E-commerce websites have become crucial for companies to increase their revenues. This importance has identified certain effective requirements needed from the performance of these applications. In particular, if the web server is overloaded, poor performance can result, due to either a huge rate of requests being generated which are beyond the server's capacity.

There are different approaches that propose several solutions for server overload; this chapter explores the mechanisms for managing the performance of E-commerce applications and their related work. The chapter begins with an overview of the architecture of E-commerce applications. Then, in the second part, several categories of different proposals are presented in the literature for managing E-commerce application performance. Finally, the chapter concludes
with the justification of our proposed modelling approach for web server designs and its contributions.

2.2. Architecture of E-commerce Applications

The software and hardware are the major architectural components of any system; therefore, this section discusses the architecture of E-commerce systems to provide understanding of how the software can be divided into different parts.

In this part, generalised multi-tier E-commerce applications architectures will be presented. The aim is to facilitate the understanding of the working mechanism of E-commerce applications. In addition, it is important for companies to carefully build their E-commerce web architectures before they appear to their first customers. The system’s software engineer is responsible for the architecture; they use their time and resource availability to critically develop the highest-level design of the E-commerce application.

In E-commerce, users interact with E-commerce web servers through sessions which contain related serial requests from the same user in order to acquire the required information or to buy products. For example, check personal email which involves sending the account information to the mail server, checking for new messages, and downloading the messages from the server. Once the messages have been downloaded, the session is complete. User requests are
sent to the web server which in turns passes the request onto the application server and then to the database server.

There are different types of architectures in which E-commerce applications can be implemented. These include for example: two-tier, three-tier and multi-tier architectures.

In two-tier architectures there is one client and one server, they interact using TCP/IP internet, as illustrated in Figure 2.1. In two-tier applications, the server responds directly to the request using its own resources; therefore, a client-server’s architecture is flexible because it is capable of directly responding to all of the client server requests. The advantage of the two-tier architectures is in its simplicity; but, the simplicity comes with the cost of scalability. The newer three-tier architecture introduces a middle tier for the application logic.

Figure 2.1: Two-tier architecture

The three-tier extends the two-tier architecture by adding a new tier to allow additional processing, for example, to architecture the adding of payment processing as illustrated in Figure 2.2. The advantage of a three-tier system
over a two-tier system is that when business logic changes, the change can be localised to the application server which is a software framework dedicated to the efficient execution of procedures such as programs, routines and scripts for supporting the construction of applications; in addition, this system provides for partitioning an application across a distributed architecture. As shown in Figure 2.3, E-commerce applications are generally implemented in multi-tier architectures that comprise of: presentation tier that includes client systems or user interface systems, usually web pages, networks, web servers, application servers in kernel levels or back-end data servers where data is stored to improve system functionality, performance, availability, scalability and reliability. Kernel levels provide the runtime environment and include: hardware, operating systems and database-specific web servers, typically they serve static contents such as HTML pages. Application servers (e.g. IBM WebSphere [63]) are commonly used to generate dynamic web content by running scripts which are written in a number of languages, such as: Active Server Pages (ASP) [64], Java Server Pages (JSP) [65] and Perl [66]. Scripts execute the necessary logic to process customer's requests by contacting various resources in order to retrieve, process and format the requested content into customer deliverable web pages. Some time there is a business tier which contains business objects and rules. Note that the most widespread example of multi-tier architecture is the three-tier architecture.
Figure 2.2: three-tier architecture
Over recent years, the design of E-commerce services has been crucial to the performance of web-based enterprises. Many techniques have been developed to improve the performance of E-commerce web services; each of them treats the problem from a different perspective or develops according to the progress of the Internet application. Therefore, classifying these techniques is a useful way to understand the progress of each in this field.

Figure 2.3: Multi-tier architecture [71]

2.3. Related Work

Over recent years, the design of E-commerce services has been crucial to the performance of web-based enterprises. Many techniques have been developed to improve the performance of E-commerce web services; each of them treats the problem from a different perspective or develops according to the progress of the Internet application. Therefore, classifying these techniques is a useful way to understand the progress of each in this field.
On one side, the techniques can be grouped depending on the actuation performed to handle the performance, including: request scheduling, admission control, service differentiation, dynamic resource management, service degradation and any combination of them. On the other side, the techniques can also be grouped depending on the mechanism used to make the performance management decision, including: queuing model-based approaches, control theoretical approaches, observation-based approaches and any combination of them.

The server’s behaviour has a strong relation to high revenue; for example, if the server becomes overloaded the response time can grow to unacceptable levels that can lead to the user leaving the website. To maintain acceptable response time and minimise server overload, clusters of multiple web servers have been developed [3, 47]. Cache servers also help to improve the performance of web servers [4], by reducing the response time in real-world dynamic web applications.

A description of each group follows, with relevant studies from literature to support them. For this study, a combination of request scheduling, admission control, service differentiation and service degradation, from the first group of techniques, will be combined with queuing model-based approaches from the second group, to motivate this research proposed mechanism.
2.3.1. Scheduling Mechanisms

Mechanisms to schedule requests have been proposed to improve the performance of web servers [5, 6, 7]. Request scheduling refers to the order in which concurrent requests should be served. This section describes the existing techniques that are relevant to scheduling techniques for web-based E-commerce services at a user level, such as modifying the inclusion of a scheduler process in a web server to decide the order in which the requests should be handled to improve the mean response time. Kernel level such as controlling the order in which socket buffers are deployed to the network, or both (user and kernel levels). These techniques adopted non-traditional request ordering policies, such as: shortest remaining processing time first (SRPT). The main idea underlying these techniques is to classify the requests and schedule them in a given order, as a result of providing different quality of service (QoS) levels to each group, by assigning different priorities to the different requests.

For example, to implement policies based on SRPT, firstly scheduling to prioritise the service of short static web content requests is needed in front of the long requests [11, 12]. These studies conclude that SRPT scheduling provides a better response time to short requests at relatively low costs to the long requests. However, Crovella et al. [11] indicate that the application level scheduling does not provide fine enough control over the order in which packets enter the network. The other problem is that in traditional UNIX network stack
implementations, processing for all connections is handled in an aggregate manner. That is, outgoing packets are placed on the wire in response to the arrival of acknowledgements. This means that if many connections have data ready to send, and if the client and network are not the bottleneck, then data will be sent from the set of connections and acknowledgements will arrive, which is not under application control. Blater et al. [13] overcame this problem by implementing the scheduling at the kernel level; they reduced the low throughput and improved performance more than [11]. However, this also requires modification of the operating system (OS) kernel in order to integrate the scheduling policy.

Schroeder et al. [16] present an additional benefit from performing SRPT scheduling at the kernel level, it can determine which process is running next and how much time will be given for static content web requests by controlling the order in which the socket buffers, at the server, are depleted into the network. The authors show that SRPT scheduling can be used to mitigate the response time effects of transient overload conditions. They evaluated their work by generating a workload based on a one-day trace from the 1998 Soccer World Cup to a modified Apache web server. They conclude that 50% of files have a size of less than 1K bytes, and 90% of files have a size of less than 9.3K bytes.

Finally, Rawat et al. [12] extended the work of Balter et al. [13] by adding the size of request and the distance of the client from the server into the account to
consider the round-trip times (RTT) which is a measure of the distance of client from the server, as well, when making priority decisions of client requests. Rawat et al. [12] used the same workload, but they concluded that the new policy could improve the performance of large-sized files by 2.5-10%.

Previous studies indicate that static content of web requests work smoothly because they are directly work on one-tier architecture; however, they are not appropriate for the dynamic content web requests. These applications generally profit from considering the business value of the requests for ordering them. Consistent with this, the next studies propose scheduling policies depending on request priority.

Yue et al. [14] present a profit-aware admission control mechanism for overload protection in E-commerce websites. This approach classifies clients into two categories: premium customers (with previous purchase records) and basic customers (having no purchase records). Priority is given to the requests of premium customers on the basis that these customers are more likely to make purchases whenever they visit the website. This approach also employs hashing tables with full IP address and network ID prefix, in order to maintain records of the purchases of clients in a fine-grain and coarse-grain manner. Moreover, it differentiates premium customers from the basic customers based on the recorded hash tables. However, the proposed approach is not realistic due to recent dynamic IP addresses technology that allocates new IP address each time for customers.
Menasce et al. [1] consider the problem of resource scheduling in E-commerce sites with the aim of maximising revenue. The authors propose a characterisation approach to E-commerce workloads that takes into account the user model and its interaction with E-commerce sites. Their analysis methodology derives expressions for the performance and availability metrics of a site which are deemed important from a customer’s perspective, namely: the session length and session availability. In the first step, the expressions are derived for each user group based on the navigational pattern of the group. The navigational pattern of a user group is represented by a customer behaviour model graph (CBMG), which is mapped to a discrete time Markov chain (DTMC) for analysis. In the second step, expressions for the session length and availability of the site are derived using the distribution of the customer groups and the expressions for each customer group. For example, when a customer starts navigating a web site, the web server can use the profile information which is stored in the log file and assign different priorities based on the user profile such as the navigation and buying patterns. However, it incurs processing overheads in constructing the CBMG using the log files that describe the customer’s profiles. Another alternative is to use registration information to classify customers into ‘occasional buyer’ or ‘heavy buyer’. However, this cannot always (guarantee) that registered customers will buy items each time they visit an e-business web site.
Mark et al. [17] provided detailed analyses of the CBMG. The authors proposed a method for transferring the CBMG graph to stable Markov chains in order to determine the length of an average visit of a client in an E-commerce website.

In particular, Almeida et al. [2] proposed priority-based request scheduling as a mechanism for providing differentiated QoS. Priorities to requests are assigned based on the customer to whom the requested file pertains and then maps the customer name into a priority value. They assume that the customer name is embedded in the uniform resource locator (URL), which determines the file requested. In the current web server there is no difference among requests in terms of priorities, the authors therefore implemented the priority-based scheduling at both the user and kernel levels to modify the web servers. In the user-level approach, the Apache web server was modified with the inclusion of a scheduler process responsible for deciding the order in which the requests should be managed. In the kernel-level approach, the Linux kernel was modified so that request priorities were mapped into the priorities of the HTTP processes managing them. The results showed up to 26% improvement for higher priority requests, with an accompanying 504% fall in the performance of lower ones, for the user-level approach. For the kernel-level approach, improvement was similar with a slowdown of around 208%. The web workload used in the experiments was generated using the WebStone benchmark [41].

Gupta et al. [10] analysed the mean response time under various scheduling policies, such as: processor sharing (PS), least attained service (LAS), random-
order-of-service (ROS), last-come first-served (LCFS) and preemptive LCFS with resume (P-LCFS), in the presence of correlated job sizes. The authors considered policies which know the generative correlation model, but not the actual realisations of the sizes (or the size-class) of the jobs. In most applications, including scheduling of CPU, IP flows, database queries, etc., the job sizes are often not known a priori; hence, size independent policies are more realistic. Furthermore, among the class of size-independent scheduling policies, there is no single scheduling policy that is optimal for all degrees of correlation between job sizes; thus, any optimal policy must learn the correlations. The authors evaluated their work by comparing the different scheduling policies analytically; they concluded that the P-LCFS and LCFS perform optimally with respect to response time among size-independent policies, with very high correlation.

Boone et al. [48] proposed reward-driven request prioritisation (RDRP) mechanisms, which maximise the profit (or any other application-specific reward) attained by an E-commerce service; they dynamically assign higher execution priorities to the requests of sessions which are likely to bring more profit (reward) to the service. The authors evaluated their work on the Transactional Web e-Commerce benchmark (TPC-W) application using CBMG-based web workloads. Experimental results show that RDRP techniques yield benefits in both load and overload situations, for both smooth and irregular client behaviour, against state-of-the-art alternatives, such as: session-based admission control and history-based session prioritisation approaches. In
addition, the results show that the history-based approach matched performance of RDRP mechanisms only if the correlation between the clients’ past and future behaviours reached the mark of 75% for the profit attained and 50% for the request response times.

### 2.3.2. Service Differentiation and Admission Control

Service differentiation is based on differentiating classes of clients and then providing different priorities to each class. In fact, service differentiation can be implemented by means of request scheduling. Other mechanisms, including: refusing connection that comes from a given user’s class, addressing the high priority level to other classes, or initiating different delays for other classes, are introduced by admission control.

Admission control is based on reducing overload on the servers by rejecting a percentage of connections. Service differentiation and admission control have been combined, in many works [20, 21], to prevent server overload and to provide different QoS to clients.

Bhatti et al. [20] propose that the architecture of web servers can provide QoS to differentiated clients. They used request classification, admission control and request scheduling to support distinct performance levels for different classes of clients. They classified the requests according to the clients’ preference, the admission control of low priority requests was then triggered when thresholds in the number of requests were queued and the number of premium requests
queued were exceeded. The proposed architecture considers only static web content.

In order to achieve service differentiation, some studies accommodate the various bandwidth requirements of incoming flows that share the same departing link. For instance, Li et al. [22] propose a measurement-based admission-control algorithm to accurately control the proportional bandwidth that each client should receive. Incoming requests are rejected when it has both received more than its allocated bandwidth and the server is fully utilised. To ensure the different classes of requests are receiving a suitable share of the bandwidth, the authors considered the amount of delay in the processing of certain requests during these overloaded states.

In addition, Wang et al. [44] combine dynamic resource, admission control and service differentiation techniques. They proposed a downlink resource management framework for QoS scheduling in orthogonal frequency-division multiple access (OFDMA) based worldwide interoperability for microwave access (WiMAX) systems that is a series of wireless broadband standards that were authored by the IEEE 802.16 based technology [45]. OFDMA is a physical layer specification for IEEE 802.16 systems. The proposed framework consists of a dynamic resource allocation (DRA) module and a connection admission control (CAC) module. A two-level hierarchical scheduler is developed for the DRA module, it can provide more organised service differentiation among different service classes, and a measurement-based connection admission
control strategy is introduced for the CAC module. The results indicate that the framework can adapt efficiently with different kinds of traffic loads. In addition, QoS requirements for each service class can diverse with high spectral efficiency and low outage probability which defined as 3%.

2.3.2.1. Admission Control for Dynamic Web Content

The previous works on admission control are based on static web content; thus, they are not directly applicable to multi-tiered sites or the dynamic web content or web services that were presented earlier in multi-tier architecture. Therefore, some work focus on proposing admission control and service differentiation approaches for applications based on the dynamic web content. For example, Elnikety et al. [5] implemented a proxy server, called the gatekeeper, which is transparent to the database and application server. The gatekeeper enables admission control and provides the differentiated scheduling of requests to improve response time. Admission control is based on the principle that a maximum load should be maintained just below the capacity of an E-commerce system, preventing system overload and also achieving high throughput. This method employs preferential scheduling in the form of the shortest job first (SJF) that could be well approximated by the size of the file. Moreover, this method can make dramatic improvements to response time for dynamic web requests, while penalising large jobs only slightly. However, this work is dependent on
offline measurements to determine the capacity of the system rather than online measurements.

In contrast, Verma et al. [23] propose a service time-based online admission control methodology for maximising the profits of a service provider. The admission control of requests uses the shortest remaining job first (SRJF) policy which is restricted to a set of undecided requests, i.e. the requests which have neither been rejected nor serviced. The authors use an estimated service time and the prediction of arrivals of request, its QoS bounds and service times of request then come in the short-term future. Admission control rejects some of the requests that may maximise the profit of the service provider, so the remaining requests can be serviced within their QoS bound.

Caching Admission control and control theoretical, Kamra et al. [8] propose a control-theoretic approach for multi-tiered web applications. This approach aims to prevent overload and ensure high throughput while maintaining absolute response time. The authors use classical control theoretic techniques to design a proportional integral (PI) controller for admission control of the client HTTP requests. In addition, they present a processor-sharing model that is used to make the controller self-tuning, so that no parameter setting is required beyond a target response time.

Their proposed approach is implemented as a proxy system called Yaksha – which is claimed to be non-invasive and which avoids frequent operator intervention. The work concludes that Yaksha is able to bind the response times
for the requests and yet maintains a high throughput under overload. Moreover, Yaksha easily adapts to varying loads and workload characteristics because of the underlying self-tuning design.

Alonso et al. [15] propose a mechanism for providing different quality of service to the different client categories, by assigning different priorities to the threads attending the connections. After observing that Java thread priorities are only applied within the Java virtual machine (JVM), the authors propose to schedule threads using Linux real time priorities which ensure that higher priority processes are always executed before lower priority processes. These authors demonstrate the benefit of their approach which offers differentiated QoS to the client's type. In addition, their client differentiation technique can be combined with other admission control or request scheduling techniques.

2.3.2.2. Session-Based Admission Control for Dynamic Web Content

As mentioned before, E-commerce applications are session-based. A session is a sequence of independent requests from the same user. A higher number of completed sessions mean that a higher amount of revenue is likely to be generated.

Sessions have obvious characteristics, for instance session parameters can be stored in the application and then used to keeps users connected to the same
server even when a user is performing dynamic activities like accessing multiple pages within a browsing session or progressing to a payment state. Moreover, a performance measurement of web services, in terms of sessions, is more meaningful than on individual request measurement.

On the other hand, individual requests can complicate the overload control. When admission controls work with individual requests, they can produce more incomplete sessions during overloaded states because this limits the number of threads in the server or interrupts the active threads during the overload. A number of studies have focused on managing sessions to prevent overload in session-based applications.

To illustrate, Carlstrom et al. [24] propose an architecture for request scheduling at the user level and session-based admission control in web servers. Any new sessions which arrive when the maximum admitted session arrival rate has been achieved will be refused. If the first request of a session is admitted, all the following requests within the same session will also be admitted. There are different stages in which the session can reside, such as: establish, browsing, add to card and buying. The key idea is to breakdown the sessions into stages with specific service requirements and transition probabilities, and to make the web server aware of this structure. When the session is established, each request is classified with respect to the requested stage in the session, and entered in a stage-specific FIFO queue before receiving the service. Carlstrom et al. evaluated their architecture on an electronic store simulation and
concluded that when controlling the resource sharing between stages, an application-specific reward function is maximised. Moreover, their optimised GPS scheduler reached up to 8% higher reward rates than a server using the first-come-first server discipline.

Chen et al. [25] illustrate a commercial web server log analyser for deriving session-based dependency relationships among HTTP requests. They proposed a dynamic weighted fair sharing (DWFS) scheduling algorithm to control overload. DWFS is distinguished from other scheduling algorithms in its logic – it aims to avoid processing of requests that belong to sessions that is likely to be aborted in the near future. Requests of sessions that have a higher probability of being completed are scheduled first. They evaluated their proposal over an Apache web server using a modified version of WebStone2.5. They resulted that DWFS can improve server responsiveness by as high as 50% while providing QoS support using service differentiation for a class of application environments.

Muppala et al. [9] propose two new session-based admission control approaches for multi-tier Internet applications in order to improve the defined service throughput. Firstly, multi-tier measurement based admission control (MBAC) pro-actively accepts different session mixes based on the utilisation state of all tiers. Secondly, the coordinated session-based admission control approach (CoSAC) is based on a machine learning technique. They choose the session-based admission control (SBAC) strategy for performance comparison.
between CoSAC with MBAC and a Blackbox approach because it is the prevalent approach used for session-based admission control in web servers. They evaluated their approaches using the TPC-W workload benchmark [43] in a typical three-tier e-commerce environment. They demonstrated the superior performance of CoSAC and found that it can improve the effective session throughput by about 50% compared to the Blackbox approach in most scenarios, while MBAC can improve that effective session throughput by about 20%.

2.3.3. Dynamic Resource Management

Dynamic resource management encapsulates the functions of allocating additional capacity to the application, configuring and monitoring resource instances sharing common attributes. For example, the server allocated to one web site can be reassigned to another site.

Dynamic resource management can help to provide performance, maintain acceptable response times and minimise server overload by allocating the resources to other service providers which avoids client degradation. Recent works [29, 30, 46] have considered the advantages of dynamic resource management techniques among hosted applications, based on the variations in workloads rather than statically over provisioning resources in a hosting platform.
Clusters of multiple web servers have been developed [3, 47] using the dynamic resource management technique. Cache servers also help to improve the performance of web servers [4].

Almeida et al. [46] propose joint resource allocation and admission control solutions that are designed to consider the provider’s revenues, the cost of resource utilisation and the customers’ QoS requirements which are specified in terms of the response time of the individual requests. They resolved the optimisation problem by means of an analytical queuing-based solution of a performance model. The effectiveness of the resource allocation and admission control policies identified by the optimisation model were tested using simulation in a number of different scenarios of interest. Results indicated that resource allocation and admission control policies satisfied QoS constraints. Furthermore, compared to state of-the-art resource management techniques, the proposed joint solution can yield a significant profit increase for the provider.

2.3.4. Service Degradation

Service degradation avoids refusing client connections by reducing the level of service offered to them under overload period as shown in Figure 2.4.
Urgaonkar et al. [26] implemented the QoS adaptive degradation approach. They considered that during overload conditions the performance of the admitted requests can be degraded within the limits established by the service level agreement (SLA). The same idea is applied by Abdelzaher et al. [27], but was named QoS adaptation. In this work, they used the mechanisms for content adaptation [28] to provide degraded services, within the values indicated in the SLA, when the resource utilisation exceeded a predefined threshold. The results indicated that control theoretic techniques offer a sound way of achieving desired performance in performance-critical Internet applications. In addition, the proposed QoS management solutions can be implemented either in
middleware, which is transparent to the server, or as a library called on by the server code.

2.3.5. Control Theoretical Approaches

Control theory has been generally used to modify the behaviour of dynamical systems. Several works present the use of control theory to: avoid overload, meet the individual response time and to guarantee throughput. The closed loop controls the parameters of the actuation technique using feedback information from the system, as represented in Figure 2.5, and it measures server utilisation. The admission control can be used as the actuator in the server because the admission control can perform deterministic control to accept or reject incoming connections; in other words, admission control can handle the load on the server thus it can improve utilisation by determine a safe utilisation level of servers. The sensor presented in Figure 2.5 is responsible for measuring the current utilisation consistently.
In particular, Abdelzaher et al. [27] describe performance control of a web server using classical feedback control theory. The authors use feedback control theory to achieve overload protection, performance guarantees and service differentiation, in the presence of load unpredictability. They demonstrate how a general web server may be modelled for purposes of performance control, to present the equivalents of sensors and actuators, and control loop that regulates the extent of degradation to satisfy a pre-specified utilisation bound. The work evaluates the efficacy of the scheme on an experimental test using an Apache server. The authors conclude that the control theoretic techniques offer performance improvement in Internet applications.
2.3.6. Queuing Model Based Approaches

Queuing theory has been used for modelling the behaviour of complex systems to improve their performance. Many studies address the queuing model in their proposal. For instance, Almeida et al. [31] propose an optimisation model that identifies the optimal resource allocation by maximising a provider's revenues while satisfying customers QoS constraints and minimising resource usage cost. They describe two tightly inter-related problems in autonomic computing, namely, a short-term resource allocation problem and a long-term capacity planning problem; they use queuing models to address the resource management problems in autonomic service-oriented architectures. Their work evaluates the algorithm execution time and runs experiments with various values of the model parameters. Experimental results showed that their work resolves reasonably large problem sizes, typically less than 15 seconds, which makes it practical for online implementation. Moreover, the results show that taking resource usage costs explicitly into account in the optimisation model can yield total cost savings for the provider of as much as 39%.

Liu et al. [32] present a methodology for maximising profits in a general class of E-commerce environments. They used a generalised processor sharing (GPS) closed queuing model with a multi-class queue for each server, and formulated the service level agreement (SLA) between service providers and their clients. This included the tail distributions of the per-class delays as delays experienced
by customers of a business can result in lost revenue for that business, in addition to more standard QoS metrics such as throughput and mean delays. Their work consisted of formulating the optimisation problem as a network flow model with a separable set of concave objective functions based on queuing-theoretic formulas. They solved the problem via a fixed-point iteration. Various experiments illustrate the benefits of their work; in addition, they compare the analytic and the simulation models. These findings provide important insight into the fundamental problem of maximising service level agreement profits (SLAP) in e-commerce environments.

Urgaonka et al. [33] propose a novel dynamic provisioning technique for multi-tier Internet applications that employ a flexible queuing model to determine how many resources to allocate to each tier of the application. Furthermore, they used a combination of predictive and reactive methods that determine when to provide these resources, both on large and small-time scales. These authors used G/G/1-based open queuing where short-term fluctuations caused the workload of a three-tier application to double. Flash crowd is one example of short-term fluctuations which is groups of users on a computer network that appear, then disappear, in a flash. They concluded that the proposed model maintained response time targets and reduced the overhead of switching servers across applications from several minutes to less than a second, while meeting the performance targets of residual sessions when a server was moved from one application to another.
Boone et al. [49] describe an adaptive load balancing strategy called SALSA (simulated annealing load spreading algorithm), which is able to guarantee for different customer priorities, such as default and premium customers, that the services are handled in a given time and without the need to adapt the servers executing the service logic themselves. They derived average waiting times through applying the standard queuing theory. They concluded that SALSA is able to dynamically adapt its load balancing strategy to handle dynamic request patterns without a priori over-dimensioning the web servers’ resources in order to guarantee the SLAs to premium customers.

### 2.3.7. Works Combining Several Techniques

Some research [50, 51, 52] demonstrates that the most effective way to prevent Internet application overload and the best way to provide performance guarantee requires the combination of several techniques, instead of considering each one in isolation. In these works, the use of different techniques compensates for the limitations of the others.

Guitart et al. [50] propose an overload control strategy, for secure web applications, which brings together dynamic provisioning of platform resources and admission control based on secure-socket layer (SSL) connection differentiation. Dynamic provisioning enables additional resources to be allocated to an application on demand to handle increased workload, while the admission control mechanism avoids the server’s performance degradation by
dynamically limiting the number of new SSL connections accepted and preferentially serving resumed SSL connections (to maximise performance on session-based environments), while additional resources are being provisioned. They demonstrated the benefit of their proposal for efficiently managing the resources and preventing server overload on a 4-way multiprocessor Linux hosting platform, especially when the hosting platform was fully overloaded.

Huang et al. [51] consider unpredictable response times for clients during web server overload. They combined admission control, scheduler and service differentiation techniques to present their model. Their work includes two admission control models to enable permits proportional delay differentiated service (PDDS) at the application level. Each proposed model predicts the total maximum arrival rate and maximum average waiting time of each priority task group for the next measurement period, according to the arrival rate of each class during the current and the last three measurement periods. They demonstrated their work among a series of simulations; the results indicate that the proposed models can effectively realise proportional delay differentiation services in multiclass web servers.

Finally, Kasigwa et al. [52] introduce the dynamic admission control (DAC) mechanism. The DAC allocates the network resource using the previous traffic pattern to each path. Dynamic means that the bandwidth broker allocates the resource to the path dynamically, and the amount of bandwidth allocated to the path is not fixed, but is variable upon the traffic flow’s QoS requirements. These
authors performed extensive simulation experiments to ascertain the efficacy of the proposed solution. In addition, the proposed DAC mechanism was compared with static measurement-based admission control (MBAC). The results proved that the proposed DAC mechanism guarantees user QoS requirements and provides bandwidth efficiency.

2.4. Discussion

2.4.1. Overview of the proposed techniques

The increasing popularity of Internet applications has initiated big changes from simple static web content, HTML pages and images, to dynamic content, and from simple one-tier architectures to multi-tier complex E-commerce web pages. With these changes the Internet applications have improved the services for the customers by providing lower response time and higher availability; however, they also now involve a higher degree of complexity in their management. As shown in this chapter, many works deal with web servers during overload situations. Using a single technique is not enough to solve all of the overload problem situations. For example, the use of first come first served (FCFS) scheduling techniques can improve the response time for first come customer however, during overload situations it introduces unpredictable response times for other customers. Customers may therefore become frustrated by a long response time and end the network connection with the web server, prior to
finishing their transaction, thus, it will lead to a loss of revenue for the businesses. In the same way, dynamic resource management allows the release of resources to or from Internet services according to the varying load. However, dynamic resource oscillates in the presence of potentially concurrent dynamic resources. Admission control can increase the effective capacity, but during extreme overload a lot of requests will be rejected and this could lead to a loss in customers. The service degradation technique focuses on the level of service offered to clients, under overload conditions, and reduces it to avoid refusing them. However, service degradation is not applicable in many services due to their design: for example, an e-mail or chat or teleconferencing service cannot practically degrade service in response to overload because lower quality leads to misunderstanding. The provision of robust performance guarantee, in the presence of load, is the main idea of control theory, but it cannot be accurate with linear models and this can lead to response time issues. The queuing model can provide an accurate analysis of the steady state and, for this reason, it is useful for building predictive systems; however, it cannot handle complex systems with complex service time distributions.

Numerous techniques have been presented, the different examples of these related works are summarised in Table 2.1. The selected cells, in the table, indicate the works which used which type of technique.
Table 2.1: Summary of related works with used techniques

<table>
<thead>
<tr>
<th>Work</th>
<th>Request scheduling</th>
<th>Admission control</th>
<th>Service differentiation</th>
<th>Control theory</th>
<th>Queuing model</th>
<th>Service degradation</th>
<th>Resource management</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,2,3,6,7]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[5,48]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[8]</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[9]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[10,49]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[11,12,13]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[15,16]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[17]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[18,23,24,25,51]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[19]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[20,21]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[22]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[26]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[27]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[28,29,30]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[31]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[44]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>[32,33]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[46]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[50,52]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

According to the issues presented from using a single technique, this research will therefore combine more than one technique to solve overload issues on web
servers. This work will encompass a mixture of several techniques, including: admission control mechanism, session-based admission control, service differentiation, request scheduling and queuing model-based approach. The remaining chapters of this thesis will thus address these issues in more detail.

2.4.2. Summary

This chapter presented the architecture of E-commerce applications. It is difficult to find a satisfactory solution for overload problems such as unacceptable response time level or decline throughput because an overloaded Internet web site is filled with huge web requests that are well beyond the system’s capacity. This chapter characterises and classifies the different approaches suggested in the literature for managing the performance of Internet applications. The classification of these approaches is considered from two different viewpoints. On one side, the techniques can be grouped depending on the actuation performed to handle the performance that includes request scheduling, admission control, service differentiation, dynamic resource management, service degradation and any combination of them. On the other side, the techniques can also be grouped depending on the mechanism used to make the performance management decisions, this includes: queuing model-based approaches, control theoretical approaches, observation-based approaches or any combination of them.
In summary, the use of a single technique is not enough to solve all aspects of overload problems; thus, a number of works were presented which utilised more than one technique in their proposal [50, 51, 52]. The research in this thesis aims to develop their research further and focuses on joining techniques. This thesis will therefore demonstrate the most effective way to prevent Internet application overload and provide performance guarantees based on the combination of several techniques rather than considering each one in isolation. This approach will be complementary and can be combined with any of the described technique, such as: request scheduling, admission control, service differentiation, service degradation and queuing model.

To meet the needs aforementioned, this research will focus on service discipline which provides a different service for individual classes. A priority scheduling mechanism (PSM) will be developed in order to assign different priorities to different classes of requests that are introduced as a session. Therefore, in an online shopping scenario, the service provider might be interested in giving a higher execution priority to sessions that have placed something in their shopping cart, when compared to sessions that appear to be just browsing product catalogues; thus ensuring that the clients that buy something receive better QoS.

Scheduling mechanisms [2, 1, 14] can improve the performance of high priority requests, but the service quality of low priority requests is still somewhat degraded and can make a starvation situation. Therefore the model, presented
in this thesis, can improve the performance of high priority and low priority by
giving more opportunities to process low priority requests, even when they are
spending unacceptable times to avoid the customer from losing out. Similarly,
this research will use service degradation techniques for low priority requests by
giving them a delay, rather than just rejecting them.

Some web pages contain third-party sponsored advertisements or portal gates;
the service provision may increase with more visits to these pages because it
increases the chance of the client following the advertisement links.
Consequently, the service provider may wish to give higher priority to the
sessions that visit web pages with advertisements frequently. The model
presented in this project gives attention to the portal web pages.

Unlike other studies [11, 13], the implementation of this research requires no
changes to the source code, server software, application programs, or to the
databases. The benefits of such an approach are clear: the use of unmodified
commodity software components reduces development effort tremendously. As
a result, the researcher is able to demonstrate the suggested approach using
standard software components and workload generators. In other words, this
approach does not require extensive modifications to the operating system or a
complete re-write of the server.

It should be acknowledged that dynamic resource management has become a
crucial technique for performance improvement. Furthermore in the future, this
will allow the adding of more than one CPU with associated priority scheduling mechanisms (PSM).

In order to apply control theory, this research should estimate the dynamic model based on online measurements that will be utilised in the future to model this work, they should be based on real-time rather than multi-actor simulations.

The following chapter will describe in detail the proposed model and the further extended models too.
Chapter 3: Priority Scheduling Mechanism

3.1. Introduction

The main contribution of this thesis is addressing overload on e-commerce web servers using a class-based priority scheme to process by available resources. As mentioned in chapter 2, a priority scheduling mechanism (PSM) is developed in order to assign different priorities to different classes of e-commerce requests and it combines more than one technique. In e-commerce, some requests, such as payments, are generally considered more important than others, like search or browse, due to their revenue raising capabilities. This project is not concerned with the performance aspects of the application server or the database server; instead it focuses on web server performance and how this can be improved by implementing a class-based scheduling scheme. By assigning class-based priorities at multiple service levels, e-commerce web servers can perform better and can improve the performance of high priority e-commerce requests, such as reducing the mean response time without introducing unfairness for other requests and reducing the rejected requests which have a higher priority as will see in chapter 6. PSM is a simple mechanism which can add to web servers without affecting the basic structure of these servers. Classification is necessary and financially beneficial to e-
commerce service providers because some requests are more valuable than others. For instance, the processing of ‘browse’ request should get less priority than ‘payment’ request as the latter is considered to be more valuable to the service provider since the customers issuing payment requests are making purchases. This will be described, in more detail, within the next chapters.

PSM is not the basic model, it is simple to adjust this model and adapted to different services therefore, it is easy to extend this model straightforward to various models such as review model, low priority fair model etc.

This chapter will initially provide an overview of the architecture of the proposed priority scheduling mechanisms (PSM). Then, the chapter will present characteristics of PSM and, in the second part, detail the combined techniques that produce PSM. The third part will consider the architectures of the proposed models that have developed from PSM, including their respective algorithms. These models were extended from the basic PSM and new parameter were added, such as a review model or modify the basic PSM to low priority fair model, after the discovery of ineffectiveness with low priority customers or to add new features such as portal models. Finally, the chapter will summarise the proposed models.

3.2. Architecture of Priority Scheduling Mechanism (PSM)

The architecture of the proposed mechanism efficiently specifies the basic concepts of this mechanism; Figure 3.1 illustrates how the scheme works.
The PSM is produced within distributed object computing (DOC) instances of traditional client-server approaches (see Figure 3.2) to provide a robust system for client-server computing. DOC presents a middleware between the client and
the server and as such supports the interaction between the active object(s) that encapsulates a thread in a distributed computing environment. In addition, middleware focuses on the development of the application and ignores the peculiarities of a specific distributed environment. Many threads are created to access single shared resource so mutually exclusive access is enforced where appropriate for all created threads to ensure they can share resources safely. Synchronisation facility is used particularly in PSM and more detailed explanations will be presented within the simulation description in the fifth chapter.

With reference to Figure 3.1, each arriving request is assigned to a handler thread then classified into two types, namely, browse requests and payment requests, more details will present within chapter 4. Separate virtual buffers for each class are maintained to temporarily hold that type of request. Instead of a single n-place buffer, the approach uses ‘n’ active components, each storing one request. Payment requests are given higher priorities over the other requests, as follows:

- If the buffer of payment requests is not full then process the first buy request.
- If the buffer of payment requests is empty then process the first browse request.

Note that the process-requests command at Algorithm 3.1 means many threads completing for accessing to single shared resource, which is a request.
processor. Unlike other existing mechanisms [1, 5, 13], this mechanism does not require pre-requisite information (e.g. registered users, server log files, or size of requested files) to assign priorities to e-commerce requests which needs resources and time to check.

In the middleware layer there are Handler threads that are created to deal with clients on one-to-one basis and become a one place buffer then check the specific virtual buffer depending on the type of request which leads to classification stage. Each Handler executes the PSM algorithm below.

### Algorithm 3.1: Priority Scheduling Mechanism (PSM) Algorithm

```plaintext
if (priority of arriving request == high)
    {
        if(buy_buffer not full)
            Process this request;
        else
            Drop this request;
    } // End if
else if(priority of arriving request == low)
    {
        if (browse_buffer not full)
            ...
```
3.3. Characteristics of PSM

Priority scheduling mechanisms give preferential treatment to high priority requests; PSM can therefore significantly improve the overall performance of the system by reducing the server response time, reducing rejected requests and by obtaining acceptable system throughput. Scheduling priority mechanisms, such as non-preemptive scheduling (also referred to as head-off-line priority scheduling, HOL-PS), occurs as follows: a high-priority customer can move ahead of all the low-priority customers waiting in the queue, but low-priority customers who are being serviced are not interrupted by high-priority customers as they work preemptively, which is a consequence of processing a request that is done using mutual exclusion by giving the lock to the active thread until it finishes. Therefore, PSM is extremely scalable because it can add
an extra application service and if extra resources are available, there will also be extra locks available. Among the simplest time-priority scheduling schemes, the non-preemptive HOL priority scheduling discipline, according to Miller [19], provides differentiated services. However, priority queuing (PQ) can lead to starvation for low priority customers because the request for a low priority provides a very long wait time before being served, because these requests require more processing and access to the database servers. Hence, the main aim in this work is to find a scheduling strategy that reduces the response time of high priority customers, without losing the property of fairness. Therefore, it is important to evaluate different metrics, including: average response time, throughput, arrival rate, percentage of dropped requests and utilisation. To the best of our knowledge, priority scheduling mechanism combines the benefits of scheduling mechanism, service differentiation, admission control and service degradation techniques and queuing model-based approaches to improve the performance of web servers, as described in the results section that presents every proposed model accompanied by simulation. This research, therefore, synthesises the following reasonable performance management mechanisms which described before in chapter 2.

**Admission control mechanism:**

The purpose of admission control is to prevent servers from entering overload conditions because the mechanism polices the requests coming from large numbers of e-commerce clients. This system tells clients that their requests will
be accepted, served in a certain amount of time, or rejected immediately; PSM, for instance, rejects low priority requests when there are high priority requests in the system. Different algorithms are implemented, as part of the admission control strategy, which process requests depending on their type (high or low priority as stated below) or the status of the underlying servers. The admission control system is implemented as a set of finite capacity virtual buffers for accommodating the incoming requests.

**Session-based admission control:**

Sessions are created for each client in the PSM system; this includes the different types of request, such as: browse, review, portal buy and direct buy. Each client has a handler which can be an session-based control for client's session because the handler control the session and met the query only if the system got a capacity to do it. This will be described, in more detail, within the simulation section. Note that the admission control is at request level and it could be at session level with the gatekeeper (see chapter 7).

**Service differentiation:**

Different priorities are given to each class, service differentiation is implemented by means of scheduling; in other words, scheduling mechanisms need to not only classify requests, but also identify the difference between them. The proposed approach implements mechanisms in order to classify the client requests into different classes, in accordance with the type of request.
Request scheduling:

As previously mentioned, this work applies request scheduling in the form of the priority scheduling mechanism that distinguishes classes of requests and schedules these classes in a priority order. It prioritizes the service of buy requests in front of other requests such as browse and review.

Service degradation technique:

The acceptance probability of low priorities requests are adjusted in this proposed mechanism. More details will be presented in the proposed models section.

Queuing Model technique:

The initializations are shared by all the clients when they start to connect with the server and they are then served in a first-in, first-out (FIFO) order for generated requests; the order is like the specification with a non-deterministic order (see chapter 4).

3.4. Proposed Models

The mechanism proposed in section 3.2, is based on Younas et al. [36], to demonstrate the versatility of the basic architecture model, a number of alternatives models are proposed and extended from PSM and evaluated to resolve several of the following issues:
• To show that the proposed main approach is capable of assigning more than two types of priorities to ecommerce requests, the review model is proposed. The review model adds new parameter to the basic PSM which includes review requests.

• To adapt the basic PSM to reduce the unfairness of low priority customers, the low priority fair model is proposed. This model modifies the basic PSM to improve performance of browse requests.

• To adapt the basic PSM for realistic scenario, the portal model is extended and adds new features to the basic PSM because it is the current requirements of e-commerce applications that involve multiple websites for price comparison and more.

The following sections will provide more details of each of the extended model.

3.4.1.1. Architecture of Review Model

It is important to model the performance of modern e-commerce websites which provide users with facilities for reading and writing reviews on products. User reviews have become an important part of e-commerce because they influence customer purchasing behaviours. In addition, many other approaches [17, 15, 18, 14] do not consider the effect of user reviews and the subsequent drop in requests on the performance of e-commerce web servers.

Reviews are an important source to find out more about the different services of any company and find valuable information, and then decide on the one that
best fulfils customer needs. Moreover, with review model it could be a free advertisement of the company and increases the credibility of the website for customers. Thus, reviews could affect on ecommerce revenue, so it is useful to give priority to that kind of customers.

The proposed class-based priority scheme was therefore extended to classify e-commerce requests into high, middle and low priority requests, instead of two types of requests as shown in Figure 3.3. In e-commerce, some requests (e.g. buy) are generally considered more important than others (e.g. review the product details or browse for new products). In the proposed model, virtual buffers are used to identify the number of active requests of each type. Incoming requests are assigned a priority (high, medium and low) based on their type. ‘Buy’ requests are given priority over ‘browse’ and ‘review’ requests by processing the first request when its buffer is not full. Review requests are processed if the buffer of buy requests is empty and the browse requests are processed if the buffer of review requests and buy requests are empty. The proposed model was tested through several experiments and showed a considerable reduction in the percentage of high priority requests that were not completed, please see chapter 6 for more information. More details are also provided within Algorithm 3.2, presented below.
Algorithm 3.2: Review Algorithm

\[
\text{if } (\text{priority of arriving request} == \text{high})
\]

\[
\{
\text{if(buy_buffer not full)}
\]

\[
\text{Process this request;}
\]

\[
\text{else}
\]

\[
\text{Drop this request;}
\]

\[
\} // \text{ End if}
\]

\[
\text{else if (priority of arriving request} == \text{medium})
\]
{  

    if (review_buffer not full)  
    {
        if (buy_buffer is empty)  
        {
            Process this request;  
        }
        else  
        {
            Drop this request;  
        }
    }  

    else  
    {
        Drop this request;  
    }

}  

else if (priority of arriving request == low)  
{
    if (browse_buffer not full)  
    {
        if (((buy_buffer is empty) && (review_buffer is empty)))  
        {
            Process this request;  
        }
        else  
        {
            Drop this request;  
        }
    }  

}  

else
As shown in Algorithm 3.2 the only difference between Algorithm 3.1 and Algorithm 3.2 is to have an extra condition in Algorithm 3.2 to serve review customers. Therefore, extra virtual buffer to store review customers.

3.4.2. Architecture of Low Priority Fair Model

This model applies a handler thread priority to account for fairness. Some browse customers wait until the server deals with their requests, as it is busy and delayed due to serving high priority customers. Some buyers prefer to browse many times before making a purchase, while other customers may become frustrated when they browse and then leave without making a purchase. A new scheduling algorithm is added to handle the thread priority on the middleware layer. The initial idea was raising the low priority customers, more than once, by measuring how often they browse within a set interval, like one millisecond. However, this solution does not provide fairness for low priority; despite the increase in priority, a higher priority is still given to buy requests. Hence, another algorithm is produced for the same reason, it reduces the loss of low priority customers, by giving a small delay to processing their requests rather than rejecting them, thus it keeps low priority customers on the web site. Algorithm
3.3 gives more detail about the way the low priority fair model, it works as following:

- If the buffer of payment is not full then process the first buy request.
- If the buffer of payment request is not empty then wait until it becomes empty then process the first review request.
- If the buffer of payment and review requests are not empty then wait until they become empty then process the first browse request.

```
Algorithm 3.3: Low Priority Fair Model Algorithm

if (priority of arriving request== high)
{
    if(buy_buffer not full)
        Process this request;
    else
        Drop this request;
} // End if

else if (priority of arriving request== medium)
{
    if (review_buffer not full)
        { while !(buy_buffer is empty)

```
As seen in algorithm 3.3 there is a busy waiting for low priority requests inside each handler to avoid lost connection and keep the client on the website.
However, with algorithm 3.3, the response time will increase therefore, it could be useful to add operation timed out scenario or run the additional processes to serve clients simultaneously.

**3.4.3. Architecture of Portal Model**

Modern e-commerce services are offered in a flexible but complex setup which involves multiple websites; for example, business web portals or price comparison websites obtain the cost of a variety of online products from relevant websites and present them to millions of customers. Though this modern style of service provisioning is very attractive, it significantly increases load on the web servers implementing the e-commerce services. The concern is that overloaded servers will become unresponsive and will drop requests which are beyond their capacity.

Portal model is extended from PSM and new features are therefore proposed that build on the synthesis of performance management mechanisms. It provides a more effective way for managing the performance of modern e-commerce services that offer a flexible but complex setup involving multiple websites; for example, business web portals or price comparison websites, draw the cost of a variety of online products from relevant websites and present them to millions of customers and, offer the most up-to-date information and provide opportunities to save money. Moreover, the portal model can address and benefit both the business and the customer; the model can provide a gateway
for new business opportunities for companies, large and small. Furthermore, it can improve the marketability of a new product or service idea and thus attracts new customers and enables companies to sell their services and products whilst also helping to maintain and manage transactions relating to their business. The customer portal model provides benefit to customers by pooling shared knowledge and experiences, thus offering: convenience, speed and access to ‘comparison pricing’ between multiple companies. In summary, the portal model brings together customers and business organisations who want improved working around the world by serving some requests itself and passing on some others.

Figure 3.4 represents the generalised architecture of modern e-commerce services. In it, two servers are considered: the web server (of the e-commerce service provider) which serves the clients who interact with the target website without the portal, and a portal-server which serves the clients who access to target website within the portal. Thus, the browser client or the buyer client can be served by the same web server.

In the same world, the web server receives requests from different clients, either directly or through business web portals, then in turn it passes the requests to the application server and then to the database server. The PSM is applied on the middleware layer for request scheduling.
Figure 3.4: Portal model architecture

In this model four different types of requests are classified, including: ‘Direct_buy’, ‘Direct_browse’, ‘Portal_browse’ and ‘Portal_buy’. ‘Portal_buy’ requests should be given high priority compared to other requests, as these requests are more likely to be converted to purchasing orders which generate money for the service provider. A medium priority is given to ‘Direct_buy’ and a low priority is given to ‘Direct_browse’, as described in Algorithm 3.4. For ‘Portal_browse’, there is no competition with other types because it is served directly in the portal server.

The algorithm works as following:

- If the buffer of portal buy request is not full, then process the first portal buy request.
- If the buffer of portal buy request is empty, then process the first direct buy request.
- If the buffers of portal and direct buy requests are empty, then process the first direct browse request.

<table>
<thead>
<tr>
<th>Algorithm 3.4: Portal Model Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>if (priority of arriving request == high)</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>if (Portal_buy_buffer not full)</td>
</tr>
<tr>
<td>Process this request;</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>Drop this request;</td>
</tr>
<tr>
<td>} // End if</td>
</tr>
<tr>
<td>else if (priority of arriving request == medium)</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>if (Direct_buy_buffer not full)</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>if (Portal_buy_buffer is empty)</td>
</tr>
<tr>
<td>Process this request;</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>Drop this request;</td>
</tr>
</tbody>
</table>
}  // End if

else

  Drop this request;

} // End else if

else if (priority of arriving request == low)

{

  if (browse_buffer not full)

    {
      if ((Portal_buy_buffer is empty) && (Direct_buy_buffer is empty))

        Process this request;

      else

        Drop this request;

    } // End if

  else

    Drop this request;

} // End else if
3.5. Summary

In this chapter, the priority scheduling mechanism (PSM) was introduced, in detail. PSM combines the benefits of scheduling mechanism, including: service differentiation, admission control and service degradation techniques, and the queuing model-based approach to improve the performance of web servers. More properties were investigated and added to the PSM which resulted in extended models of PSM; these extended models and their related algorithms were presented and supported. The algorithm does not give a clear picture of the complicated system so it is useful to use formal specification And UML diagrams to give clear and deep picture of the several components. The next chapter will give formal specifications for PSM and extended models and will investigate the different UML diagrams in details.
Chapter 4: Formal Specification

4.1. Introduction

The objectives of this chapter are to design and develop the approach described in chapter 3 by constructing formal models. The work in this chapter provides design details of the individual components of the different architectures presented in Chapter 3.

The $\pi$-calculus [34] was used to specify, design and develop the proposed model and the extended models presented in chapter 3. The specification process allowed rapid investigation of a number of different protocols for scheduling e-commerce requests, as well as providing an architectural prototype for their implementation [38]. In other words, $\pi$-calculus allowed a more natural formulation of the model, particularly the dynamic creation of components configured with appropriate communication links by exchanging the names of the channels.

The main benefit of using a compositional modelling language, such as $\pi$-calculus, is that the individual layers of multi-tier applications can be studied to fully understand their functionality before they are composed with the other tiers.
This opens the possibility of replacing the complex model of each tier with a simpler model.

The use of \( \pi \)-calculus facilitates behaviour constructions, such as changing priorities and adding client histories, but, there are no limits on the number of clients. It is apparent that the proposed method is appropriate to modelling the complex architecture of modern e-commerce services. Moreover, it is suitable for selecting the best composition that matches the requirement of e-commerce simulations.

In each proposed model the \( \pi \)-calculus was presented to clarify the nature of actions. The implementation of actions was then created, dependent on the chosen language – in this case, Java language. Java was chosen because it can achieve the requirements for implementing actions [41], more details are provided in chapter 5.

This chapter will firstly present a formal specification that will capture the essential PSM model’s design features presented in Chapter 3. The formal specification of PSM will then be modified to express the extended models. Unified modelling language (UML) diagrams will then be presented to identify and understand the concepts and relationships between the model’s components. UML model is useful to bridge the gap between the abstract \( \pi \)-calculus and the concrete programming language.
Then, the link between the presented UML diagrams and the $\pi$-calculus will be established. Finally, a summary of the contents of this chapter will be presented.

### 4.2. $\pi$-Calculus

In theoretical computer science, the $\pi$-calculus is a process calculus originally developed by Robin Milner [34], as an extension of his work on the calculus of communicating systems (CCS) [69], following work by Engberg and Nielsen who added mobility to CCS while preserving its algebraic properties. The aim of the $\pi$-calculus is to be able to describe and analyse concurrent computations whose configuration may change during the computation [55]. Moreover, the $\pi$-calculus obtains simplicity by removing all distinction between variables and constants; communication links are identified by *names*, and computation is represented simply as the communication of names across links.

Notation descriptions of $\pi$-calculus [34] are given below in Table4.1:
### Table 4.1: Notations of \( \pi \)-calculus

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p</td>
<td>q )</td>
</tr>
<tr>
<td>( \bar{x}(y) )</td>
<td>To send ( y ) along ( x )</td>
</tr>
<tr>
<td>( x(y) )</td>
<td>To receive ( y ) along ( x )</td>
</tr>
<tr>
<td>( (new \ x)P )</td>
<td>New communication scope</td>
</tr>
<tr>
<td>( A(\bar{a}) \equiv P_A )</td>
<td>Process definition</td>
</tr>
<tr>
<td>( p + q )</td>
<td>Choice operator</td>
</tr>
<tr>
<td>if ....then</td>
<td>Condition statement</td>
</tr>
<tr>
<td>( \bar{a} )</td>
<td>A vector of names</td>
</tr>
<tr>
<td>( p.q )</td>
<td>sequencing</td>
</tr>
</tbody>
</table>

The example below perhaps clarifies the use of some of the presented notations from Table 4.1:

\[
\bar{x}(z).z|x(y).\bar{y} \rightarrow z|\bar{z}
\]

\( \bar{x}(z) \) and \( x(y) \) are complementary pairs of actions between two processes. \( y \) is a formal parameter and \( z \) is an actual one. In this example, the parallel composition operator denotes that \( \bar{x}(z).z \) and \( x(y).\bar{y} \) are running concurrently. \( \bar{x} \) and \( x \) react and invoke a substitution \( (z/\ y) \).
4.3. Formal Specification of Priority Scheduling Mechanism (PSM)

This section gives the description of internal proposed model which described in general within chapter 3. It presents the main internal components and the formal specification in details of the proposed model.

4.3.1. Main components

The detailed architecture of the proposed model is shown in Figure 4.1. In brief, the main components of the architecture include:

**Gatekeeper (GK):** This component deals with admission control; it is initializing a new handler for each new client.

**Handler:** The handler passes links from each client to the appropriate virtual buffer for classification and processing.

**Scheduler:** The scheduler deals with the thread priorities that are created for each client, access to the processor, and processors may be added here.

**Counter:** A number of components keep a record of the number of each type of request that are currently handled.

**Client:** This component represents client side in the system.
The client side generates a new request, only after a previous request is completed. This cycle is then repeated.

![Specification architecture of PSM model](image)

**Figure 4.1: Specification architecture of PSM model**

Some clients wait patiently for their requests to be completed, and if these requests are rejected, due to server overload, further requests will continue to be submitted until send 'end' message. The server provides different levels of priority of service for different types of request. Low priority requests concern the browsing/searching of E-commerce products and high priority requests concern the actual purchasing phase.

The Java runtime support system includes a scheduler component which does not appear in the specification but it appears in the real implementation, which
replaces a non-deterministic choice. A scheduler's job is to decide the order in which the requests should be handled.

4.3.2. Formally specifying PSM

The following section illustrates in details the formal specification of PSM.

4.3.2.1. The E-Commerce System

The e-commerce system is made up of a population of clients that interact with a web server as shown in Figure 4.1. Formal representation of this system, using π-calculus, is:

\[ eCommerce \equiv \text{new } connect, \ Client|Client|...|Client|Server \]

This indicates that the server publishes a single action `connect` used by all clients to request service that is accessed by the client.

4.3.2.2. The Client

Client behaviour is an important part of the analysis of interactive systems in general and in e-commerce systems in particular. In order to collect experimental results of the performance of the model, it is important to specify a client component. The behaviour of the client is independent of the system used to process its request. The client receives a link from the server which is used to connect it with a dedicated handler. After the client has sent a number \( n \) of
browse and buys requests, it informs the handler that it has finished its requests. The client then terminates the session. The client is specified as follows:

\[
\text{Client} \equiv \text{connect}(\text{link}).\text{Client}_0(\text{link})
\]

\[
\text{Client}_i(\text{link}) \equiv \overline{\text{link}}(\text{buy}).\text{link}(\text{resp}).\text{Client}_{i+1}(\text{link}) \quad 0 \leq i < n
\]

\[
+\text{link}(\text{browse}).\text{link}(\text{resp}).\text{Client}_{i+1}(\text{link})
\]

\[
\text{Client}_n(\text{link}) \equiv \overline{\text{link}}(\text{end}).0 \quad n \in \mathbb{N}
\]

The specification shows the client making a non-deterministic choice between browse and buy requests; this is right since the aim of this specification is to describe how the component may interact, not why a particular action occurs. The implementation replaces this non-deterministic choice with one based on the relative probabilities of the two actions.

### 4.3.2.3. The Server

The server is made up of a number of components, including: gatekeeper, handler, processor and a counter.

\[
\text{Server} \equiv \text{new } \text{bind, up, down}
\]

\[
\text{Gatekeeper} | \text{Processor} | \text{Counter}_0(\text{up}_1, \text{down}_1) | \text{Counter}_0(\text{up}_2, \text{down}_2)
\]
This specification indicates that the server publishes information that is used by the counters, each of which uses a distinguished member from the vector \( \overrightarrow{up, down} \). The bound action \( \text{bind} \) is restricted to:

- Gatekeeper that passes action for client to handler,

- Processor that processes the request and send the response \( and \)

- Counter that checks action to submit the request from handler to processor.

but there are no controls about which, if any, of these components may use it. The next sections describe the server components in more detail.

**The Gatekeeper**

When a client connects to the gatekeeper, a fresh action is passed to both the client and a new instance of the handler, allowing these components to interact privately.

\[ \text{Gatekeeper} \equiv \text{new link } \text{connect(link). Gatekeeper }\mid \text{Handler }\langle \text{link} \rangle \]

**The Handler**

Firstly, the handler receives a request from its client. If the request indicates that the client has finished, then the handler terminates; otherwise, the handler passes links to the appropriate counter of the handler’s component, which checks to see whether there is too many requests in the system to process the request. If not, the client is informed that the request has been rejected;
otherwise, the request is processed, the counter is decremented, and the results of the query passed to the client. The handler then waits for the next request to be processed.

\[\text{Handler}(\text{link}) \equiv \text{link}(\text{req})\]

\[
(\text{if req} = \text{end then 0})
\]

\[
+ \text{if req} = \text{buy then Handler'}(\text{link}, \text{req}, \text{up}_1, \text{down}_1)
\]

\[
+ \text{if req} = \text{browse then Handler'}(\text{link}, \text{req}, \text{up}_2, \text{down}_2)
\]

)
\[ \text{Handler} \left( \text{link}, \text{req}, \text{full}, \text{dec}, \text{connect} \right) \equiv \text{full} \left( \text{ans} \right) \]

(  

\[ \text{if } \text{ans} = \text{yes} \text{ then } \overline{\text{link}} \left( \text{reject} \right) \cdot \text{Handler} \left( \text{link} \right) \]

+  

\[ \text{if } \text{ans} = \text{no} \text{ then } \text{Process} \left( \text{link}, \text{req}, \text{dec} \right) \]

)  

\[ \text{Process} \left( \text{link}, \text{req}, \text{dec} \right) \equiv \overline{\text{bind}} \left( \text{req} \right) \cdot \text{bind} \left( \text{resp} \right) \cdot \overline{\text{dec}} \cdot \text{link} \left( \text{resp} \right) \cdot \text{Handler} \left( \text{link} \right) \]

**The Processor**

The processor merely receives a request to process, it then returns the results. Its purpose is to model the shared resources of the e-commerce system that need to be accessed under mutual exclusion. The proposed model has only one processor initially, but the model could be expanded to include several.

\[ \text{Processor} \equiv \overline{\text{bind}} \left( \text{req} \right) \cdot \overline{\text{bind}} \left( \text{resp} \right) \cdot \text{Processor} \]
The processor does not implement scheduling; as mentioned before; the aim of this specification is to describe how the component may interact, not why a particular action occurs. The implementation replaces non-deterministic scheduling with the priority scheduling mechanism.

**The Counter**

The counter keeps track of how many active requests of a particular type (buy, browse, etc.) there are in the system. When the system reaches its maximum capacity, the counter reports to the handler that no more requests can be accepted. Please remember that this approach is implemented using finite storage capabilities to eliminate the starvation for low priority customer due to the high priority virtual buffer’s will never become empty, then low priority request never being processed.

\[
\begin{align*}
\text{Counter}_0(\text{up}, \text{down}) & \triangleq \text{up}(\text{no}).\text{Counter}_1(\text{up}, \text{down}) \\
\text{Counter}_i(\text{up}, \text{down}) & \triangleq \text{up}(\text{no}).\text{Counter}_{i+1}(\text{up}, \text{down}) \quad 1 \leq i < \text{max} \\
\text{+ down.}\text{Counter}_{i-1}(\text{up}, \text{down}) \\
\text{Counter}_{\text{max}}(\text{up}, \text{down}) & \triangleq \text{up}(\text{yes}).\text{Counter}_{\text{max}}(\text{up}, \text{down}) \quad \text{max} \in \mathbb{N} \\
\text{+ down.}\text{Counter}_{\text{max}-1}(\text{up}, \text{down})
\end{align*}
\]
4.4. Formal Specification of Extended Models

This part covers the formal specification of other models that have extended from PSM which were already explained in chapter 3. The main structure of PSM is defined based on the fact that all of the other models have some different parts, in accordance with each of the model's requirements.

4.4.1. Formal Specification of Review Model

The main formal specification is the same, but a third type of request – ‘review’ – is added. In the review model, counters are used to count the number of active requests of each type.

The modified part covers the server’s, client’s and handler’s formal specifications because the new types of request are added with the counter and other components will stay the same as the main structure of PSM in section 3.2.

4.4.1.1. The Server

As mentioned before the different here from the basic PSM server that the third counter component is added to count review requests.
\[\text{Server} \triangleq \text{new bind, up, down}\]

\[\text{Gatekeeper | Processor | Counter}_0 (\text{up}, \text{down}_1)\]

\[|\text{Counter}_0 (\text{up}_2, \text{down}_2) | \text{Counter}_0 (\text{up}_3, \text{down}_3)\]

4.4.1.2. 4.4.1.2 The Client

\[\text{Client} \triangleq \text{connect(link), Client'}_0 (\text{link})\]

\[\text{Client'}_i (\text{link}) \triangleq \text{link (buy), link (resp), Client'}_{i+1} (\text{link}) \quad 0 \leq i < n\]

\[+\text{link (review), link (resp), Client'}_{i+1} (\text{link})\]

\[+\text{link (browse), link (resp), Client'}_{i+1} (\text{link})\]

\[\text{Client'}_n (\text{link}) \triangleq \text{link (end), 0} \quad n \in \mathbb{N}\]

As described review type is added to this model.
4.4.1.3. The Handler

\[ \text{Handler}(\text{link}) = \text{link}(\text{req}) \]

\[
\begin{align*}
( & \quad \text{if } \text{req} = \text{end} \text{ then } 0 \\
+ & \quad \text{if } \text{req} = \text{buy} \text{ then } \text{Handler}\langle \text{link, req, up}_1, \text{down}_1 \rangle \\
+ & \quad \text{if } \text{req} = \text{review} \text{ then } \text{Handler}\langle \text{link, req, up}_2, \text{down}_2 \rangle \\
+ & \quad \text{if } \text{req} = \text{browse} \text{ then } \text{Handler}\langle \text{link, req, up}_3, \text{down}_3 \rangle 
\end{align*}
\]

The handler deals with the new review.

4.4.2. Formal Specification of Portal Model

For this project, two different servers are proposed: the web server and the portal server. Each of these servers comprise of five main components, including the: gatekeeper, scheduler, handler, processor and counter, as shown
in Figure 4.2. The main structure is already explained in 3.4.3; here the internal details are given.

4.4.2.1. Architecture of Portal Model

Figure 4.2: Specification architecture of portal model
The modified part covers the server’s, client’s and handler’s formal specifications because the other server and other type of client are added and other components will stay the same as the main structure of PSM.

4.4.2.2. E-Commerce System

As shown in Figure 4.2, modern e-commerce services are composed of a number of clients, the service provider web server and the business web portal server. The following specification represents an interaction between the different components of e-commerce services.

\[ e\text{Commerce} \triangleq \text{new } P\text{-connect}, S\text{-connect} \]

ClientD|......|ClientD|Server|Portal|ClientP|......|ClientP

4.4.2.3. Web Server Components

Service Provider Web Server

This web server is composed of a number of components which implement the performance management mechanism. The server specification of the service provider web server is as follows:
Direct Clients

The client receives a link from the web server which is used to connect it to a dedicated handler. After the client has sent a number of fixed browse, or buy, requests, it informs the Handler_S that it has finished its requests.

\[ ClientD \equiv S\text{-}connect(link).ClientD_0(link) \]

\[ ClientD_i(link) \equiv \overline{\text{link}}(\text{Direct}\_\text{buy}).\text{link}(\text{resp}).ClientD_{i+1}(link) \quad 0 \leq i < n \]

\[ +\overline{\text{link}}(\text{Direct}\_\text{browse}).\text{link}(\text{resp}).ClientD_{i+1}(link) \]

\[ ClientD_n(link) \equiv \overline{\text{link}}(\text{end}).0 \quad n \in \mathbb{N} \]

Gatekeeper_S

\[ \text{Gatekeeper}_S \equiv \text{new link S\text{-}connect(link).Gatekeeper}_S|\text{Handler}_S(link) \]

This component deals with admission control and handles the initial direct client requests. When a client connects to the Gatekeeper_S, a fresh action is passed
to both the client and a new instance of the Handler_S, allowing these components to interact privately.

### Handler_S

An instance of this component is created for each direct client that connects to the system. It starts by receiving requests from a client and terminates when the client has finished submitting requests. It passes links to the appropriate counter (specified below) which checks to see whether there is any space to accommodate the client's request. If there is capacity, the request is processed, the counter decremented, and the results are passed to the client. If there is no space, the request is rejected and the client is informed accordingly. The handler then waits to process the next request.

\[
\text{Handler}_S(link) \triangleq \text{link}(req)
\]

\[
\begin{align*}
\text{if } \text{req} &= \text{end} \text{ then } 0 \\
+ \\
\text{if } \text{req} &= \text{Portal\_buy} \text{ then Handler}_S(link, \text{req}, \text{up}_1, \text{down}_2) \\
+ \\
\text{if } \text{req} &= \text{Direct\_buy} \text{ then Handler}_S(link, \text{req}, \text{up}_2, \text{down}_2) \\
+ \\
\end{align*}
\]
if req = Direct_browse then Handler_S (link, req, up3, down3)

)

Handler_S (link, req, full, dec, connect) \equiv full(ans)

if ans = yes then link(reject).Handler_S(link)

+

if ans = no then Process(link, req, dec)

)

Process(link, req, dec) \equiv do(req).do(resp).\overline{dec}.link(resp). Handler_S(link)

4.4.2.4. Portal Server Components

Portal Server

The portal server is composed of a number of components which implement the
performance management mechanism. The portal server specification is as follows:
Portal Clients

The portal client receives two links, one from the portal server which connects it with a dedicated Handler\_P to process the browse requests, and another link from the web server which connects it with a dedicated Handler\_S to process the buy requests. After the portal client has sent a number of browse and buy requests, it informs the specified handler that it has finished its requests.

\[
\text{Portal} \equiv \text{new up}_1, \text{down}_1, \text{do Gatekeeper\_P | Processor | Counter (up}_1, \text{down}_1)\]

\[
\text{Portal}\_\text{gatekeeper}\_\text{P} \equiv \text{P}\_\text{connect (link) . S}\_\text{connect (link1) . Client}_0 (\text{link, link1})
\]

\[
\text{Client}_i (\text{link, link1}) \equiv \text{link1 (Portal buy) . link1 (resp) . Client}_{i+1} (\text{link, link1})
\]

\[+ \text{link (browse) . link (resp) . Client}_{i+1} (\text{link, link1}) \quad 0 \leq i < n \]

\[
\text{Client}_n (\text{link, link1}) \equiv \text{link (end) . link1 (end)} . 0 
\quad n \in \mathbb{N}
\]

Gatekeeper\_P

This is specified in a similar way to that of Gatekeeper\_S, detailed above.

\[
\text{Gatekeeper\_P} \equiv \text{new link P}\_\text{connect (link) . Gatekeeper\_P | Handler\_P (link)}
\]
**Handler_P**

This is also specified in a similar way to that of Handler_S, detailed above.

\[
\text{Handler}_P(link) \equiv \text{link}(req)
\]

\[
(\text{if req} = \text{end} \text{ then } 0)
\]

\[
+\text{if req} = \text{browse} \text{ then } \text{Handler}_P'(link, req, up_1, down_1)
\]

\[
\text{Handler}_P'(link, req, full, dec, connect) \equiv \text{full(ans)}
\]

\[
(\text{if ans} = \text{yes} \text{ then } \text{link(reject)}. \text{Handler}_P(link)
\]

\[
+\text{if ans} = \text{no} \text{ then } \text{Process(link, req, dec)}
\]

)
In addition, the portal server has the same processor and counter definitions as the web server in 4.3.2.3.

4.5. Unified Modelling Language (UML) of the E-commerce Systems

Unified Modelling Language (UML) [39] is a standard notation which is used to specify high-level design of software systems. It provides structured and graphical notations for the specification of software systems. In this thesis, UML is used in order to simplify the understanding of the design of the proposed models formally specified in the previous sections. The main feature of the UML is that it provides users with diagrammatic view of the complex systems (e.g., modern e-commerce systems) such as they are easy to understand. It is also helpful to have a standardised modelling language, such as UML, to understand the concepts and relationships between the model’s components. In the light of introducing formal specifications and a UML model, UML is useful to bridge the complexity of implementation gaps due to the big difference between π-calculus structure and the chosen Java language programming structure.

This thesis restricts the UML specification of the proposed models to using activity diagrams, class diagrams and sequence diagrams. However these are
sufficient to specifying the structure and behaviour of the proposed e-commerce models.

4.5.1. Activity Diagram

The activity diagram records the dependencies between activities [40]. Two activity diagrams are therefore drawn, the client view and the server view.

Figure 4.3: Activity diagram (client view)
Figure 4.3 illustrates an activity where the client connects with the server, based on the following:

- The server accepts the connection or rejects it, if there are socket problems. This is a concrete example of adding specific concerns into the implementation which are not appropriate at the specification level.

- When the server accepts the connection, it will create a handler to deal with client requests that corresponds to ‘Handler(link) ≡ link(req)’ in π-calculus.

- The client will establish the session and can send many requests through its handler until it decides to disconnect, corresponding to:

  ‘Client ≡ connect(link).Client₀(link)’ in π-calculus.

- In this step, the system applied capacity condition determines whether each incoming request is accepted or rejected.

- The client will send end-messages to release transmission control protocol (TCP) connections with the server, this translates to:

  ‘Clientⁿ(req) ≡ req(end).0’ in π-calculus.
Figure 4.4: Activity diagram (server view)

Figure 4.4 presents a small difference from Figure 4.3; it shows the system from the server side which is based on the following.

Note: the condition shape in the activity diagram denotes choice operator ‘+’ in \(\pi\)-calculus and each state in activity diagram denotes action in \(\pi\)-calculus.
The server accepts the client along the socket; otherwise, it rejects the client by closing the socket.

The gatekeeper creates handler dynamically for each client. This translates to:

\[ \text{Gateway} \equiv \text{new link connect(link). Gateway | Handler (link)} \]

in \( \pi \)-calculus. The server is therefore made up of gatekeeper and handler components.

Through the handler the server receives incoming requests, it decides to process or reject these requests according to capacity conditions. This action is repeated until the server receives an end-message from the client.

The server receives end-messages and then disconnects.

### 4.5.2. Class Diagram

Class diagrams show classes and their relationship with other classes. Figure 4.5 describes, in detail, the mechanism of the proposed model by defining the classes.
Figure 4.5: Class diagram

The class diagram of the proposed model includes five classes. Note that each class denotes the active component in $\pi$-calculus in the model (see Figure 4.1):

- **Client class**: It contains the attributes client ID and client socket. It has operations that mean parallel composition $\langle p | q \rangle$ in $\pi$-calculus:
  
  - `connect()`: which will connect with the server using the socket number.
  
  - `send browse()`: responsible for sending browse requests.
o **send review()**: responsible for sending review requests.

o **send buy()**: responsible for sending buy requests.

o **send end()**: responsible for send end-message.

o **display average response time()**: calculate and display average response time for each client.

o **display dropping request()**: get the percentages of dropped requests and display them for each client.

- **Server class**: It contains the attribute server socket and it has a composition link with Gatekeeper class.

- **Gatekeeper class**: it has: create handler() operation that call for each client to handle its requests.

- **Handler class**: It contains the attributes of objects in and objects out and has the following operations:
  
  o **receive_object()**: responsible for receiving the objects, including the multiple types of requests (browse, review or buy) from client.

  o **send_object()**: responsible for sending the objects that represent the result (accept or reject the requests) to client.

  o **displayarrivalrate()**: calculate and display the average arrivals for each client.
display throughput(): calculate and display the throughput for each client.

display utilisation(): calculate and display the utilisation of the server at each point of the assumed time.

- **Sleep class**: the sleep class represents processing actions inside the CPU, it contains the attribute time that indicates how long the request takes to process. It has thread_sleep() operations which operates under mutual exclusion.

For all of these methods, `receive()` in class diagram means \( x(y) \) in \( \pi \)-calculus, and `send()` method means \( \overline{x}(y) \) in \( \pi \)-calculus. Figure 4.5 provides more information on these classes and the relationships between them.

- Multiple clients can connect with the server.

- There is one handler for each client, created dynamically by the server.

- When one handler accesses the sleep class, all other handlers will wait until that handler finishes its processing.
4.5.3. Sequence Diagram

Sequence diagrams clearly depict the sequence of events, showing when objects are created and destroyed; they are excellent at depicting concurrent operations.

Figure 4.6 explains the order of the activity that occurred among a set of objects, this was dependent on time-based ordering.

![Sequence Diagram](image)

**Figure 4.6: Sequence diagram**
The complete sequence diagram can be divided into the following steps:

- Client1 initiates TCP connection with the server which means a new communication scope 
\((new \, x)P\) in \(\pi\)-calculus.

- The Gatekeeper responsible to create a handler1 dynamically for client1.

- Client1 starts its session and starts to send its requests, thus messages are sent along the channel link \(\overline{req\,(type\, of\, request)}\) in \(\pi\)-calculus.

- Handler1 processes incoming requests by accessing sleep functions, \(\overline{connect(req)}\), in \(\pi\)-calculus.

- Sleep class finished from the request processing which corresponds to the Processor performing the \(\overline{connect(resp)}\) action in \(\pi\)-calculus.

- Handler1 sends a replay message to client1 through the server that sends as link in \(\pi\)-calculus.

- Client1 disconnects with the server corresponding to \(\overline{Client_n\,(req) \Leftarrow \overline{req\,(end)}.0}\) in \(\pi\)-calculus.
• The server terminates handler1.

• Client2 performs similar actions.

4.6. Summary

This fourth chapter has presented the formal specification of the priority scheduling mechanism (PSM) that helped to consider alternative approaches and refine the one chosen, as well as providing a framework for the implementation, thus raise the confidence that the models have been correctly implemented as they were designed. With the assessment of PSM, $\pi$-calculus helped to build this model with its property in easily and quickly way. In addition, all of the modified parts of the formal specification of the extended models have been illustrated in this chapter. To reduce the gap between the formal specification phase and the implementation phase, UML diagrams were illustrated in this chapter. In addition, the link between $\pi$-calculus and UML diagrams has been illustrated as a means of identifying the relationship between the formal specification and the UML diagrams. Furthermore, the implementation phase will be described in the next chapter.
Chapter 5: Implementation of the Proposed Models

5.1. Introduction

This chapter describes how the models presented in chapters 3 and 4 are implemented. The proposed model is implemented as a simulation tool using the Java programming language. Simulation is one of the most widely used techniques in Internet and web applications research [61] and it provides a means of evaluating the system. With simulation, it is easy to test and analyse the performance of web applications. If the underlying infrastructure (such as networks, web servers, etc) is not available for measurement, then simulation can be considered as a convenient way to predict the performance and provide more details than an analytical model because it can be made as accurate as desired [60]. This chapter gives a detailed explanation of the simulation model which has been used as a basis for the evaluation of the proposed model. The type of simulation used, in this work, is a multi-actor simulation.

The multi-actor systems are a new modelling paradigm inherited from the object modelling [35]. Moreover, multi-actor simulation is the most popular approach used by software developers to naturally understand, model and develop
important classes of complex distributed systems. In addition, it is used to study the behaviour of models and is adaptable to different scenarios. An actor can be defined in several different ways, depending on the model's viewpoint. For example, in software engineering, an actor refers to a function module consisting of a set of programs that interact with other such modules to perform some form of computation, and it is capable of real-time simulation; thus, multi-actor simulation frameworks were produced in Java to support the research and to evaluate the performance of the proposed models. The multi-actor simulation was developed to reflect the target models as accurately as possible; therefore, for all experiments, the proposed models were solved using multi-actor simulation.

There are different platforms on the use and development of simulation. Quality Network Appliance Provider (QNAP) [70] is a general purpose simulation tool which can be used for simulating different systems but mainly for network simulation. The proposed simulation is developed for web servers supported by real time which is not appropriate to use QNAP. The novelty and contribution of the proposed multi-actor simulation is to demonstrate more realistic and specific characteristics and requirements of web servers. Also there are some real web servers which are implemented using Java and multithreading, etc. In addition, multi-actor simulation can be easily developed using Java; so the proposed simulation can easily change or add any condition to justify the simulation results. Therefore, the proposed simulation model provides multiple solutions.
The structure of the simulation is based on the state of the proposed models which mimic e-commerce networks that may should have server and clients; so, the implementation of the proposed approaches (see section 3.4) were set, as middleware components or actors (e.g. client, server, scheduler, etc.) were seamlessly integrated by the Java programming language. Java language was chosen because it is a common language, so it is easy to extend the proposed simulation by adding new components. In addition, Java language is able to have concurrent systems that closely follow $\pi$-calculus specifications which described in detail in Chapter 4. Furthermore, Java facilitates communication between server and client using Transmission control protocol (TCP).

In the simulation framework, a multi-threaded web server is illustrated; any number of threads can be generated for servicing the requests. The number of concurrent threads, or clients, denotes simulation capacity.

Performance metrics is considered and it needs a central reporting object to collect statistic results without interfered, thus mutual exclusion is added into implementation phase to guarantee the exclusive access to shared resources, more details is in section 5.5.

The structure of the main simulation for the priority scheduling mechanism (PSM) is introduced; this is the basic building block that is enhanced to implement the extended models from section 4.4.
In addition, this chapter presents different traffic models because it is a useful way of validating the models under different traffic models; therefore, there is, in part, model evaluation with the self-similar traffic model.

5.2. Simulation Structure

In the simulation model a complete range of components, parameters and methods are used in order to simulate the e-commerce web servers and to evaluate their performance by taking into account various parameters including: response time, throughput, arrival rate, utilisation and percentage of dropped requests. The internal details (i.e. processor, disks and network interface) are not considered in the proposed simulation model.

5.2.1. Simulation Components

The proposed simulation tool is developed in the following setup. It uses Java, JCreator LE 4.00 on Microsoft Windows XP. TCP is used in order to ensure reliable communication and to avoid loss of messages between component systems [62]. The different components of the simulation tool are modelled using object-oriented approach (as described in Chapter 4). Table 5.1 represents the main components or actors of the simulation tool.
### Table 5.1: Components of the Simulation Tool

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client</td>
<td>It models client side and includes: ID, socket, number of clients, request, response times and drop requests.</td>
</tr>
<tr>
<td>Server</td>
<td>It models server side and includes: sockets, service time distribution objects, sleep objects, client objects, arrival rates, throughputs and utilisation. Note that the request is provided as an argument when a client object is instantiated; therefore, a thread is created for a client’s objects, with its arguments.</td>
</tr>
<tr>
<td>Request</td>
<td>It models requests that includes its type and the order number.</td>
</tr>
<tr>
<td>Sleep</td>
<td>It models accessing CPU time.</td>
</tr>
<tr>
<td>Buffer</td>
<td>It models the different virtual buffers that provide: insert requests and removes them after processing, it includes: counters.</td>
</tr>
<tr>
<td>Distribution</td>
<td>It models the service time, such as exponential distribution and Poisson distribution functions.</td>
</tr>
<tr>
<td>Report</td>
<td>It models result recording methods.</td>
</tr>
</tbody>
</table>
5.2.2. Simulation methods and parameters

The simulation model has many parameters and methods that could be used for producing performance metrics which are presented in section 5.3.

5.2.2.1. Client Parameters

The client code includes in a class which is instantiated multiple times to represents a set of clients who share the same characteristics, but they differ in one characteristic – that is the number of each type of request which is different because this number is generated randomly.

Simulation parameters, governing the generation of clients’ sessions, are summarised as follows:

- The number of clients to be simulated is defined as an input parameter $N$; once $N$ is indicated, the run method is called for each client until $N$ becomes zero or when no client appears in the system.

- The number of requests for each client, $NR$, divides randomly into different types of request. Note that an object of the request class is created.

- Think time means a random delay between requests [72].
5.2.2.2. Server Parameters

- The Handler decides whether to accept or reject service requests, according to the storages capacity and scheduler conditions. A thread for each client is created within the server side – its primary responsibility is to pass on generated requests.

- The service time of request is exponentially distributed with the same mean (µ) for all types of request. The service time is modelled by accessing an instance of the sleep class running in its thread to emulate periods in which a process waits response from a back-end server or database. Synchronisation is necessary for mutual exclusive access of sleep class for reliable communication between created threads.

- The counters’ size is assumed as B for each type of requests and initialised to '0'. Note that it should be an object of the buffer class, and its primary responsibility is to check the buffer size synchronously and to increase and decrease the counter’s value of specified buffer.

- The simulation parameters used have been initialised and presented in Table 5.2:
Table 5.2: Validation configuration parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>100-1000</td>
</tr>
<tr>
<td>NR</td>
<td>100</td>
</tr>
<tr>
<td>Λ</td>
<td>1</td>
</tr>
<tr>
<td>µ</td>
<td>100</td>
</tr>
<tr>
<td>B</td>
<td>100</td>
</tr>
<tr>
<td>Request</td>
<td>Buy, review...etc.</td>
</tr>
<tr>
<td>Think time</td>
<td>Uniform distributed or exponential distribution</td>
</tr>
</tbody>
</table>

N: Number of clients, NR: Number of requests, λ: arrive rate, µ: mean service time, B: Buffer size.
5.2.2.3. Session and Time

As mentioned before that the proposed simulation is real time multi actor simulation, so this section explains time and session. The period where all requests are sent over the TCP connection, between the client and server, is called a session – as mentioned within previous chapters. A session is established for each client, this contains different types and different priorities of requests that are generated randomly (independently and uniformly). The duration of the session includes: think time between the interactions that are generated randomly with uniform distribution. The service time is exponentially distributed with a mean, $\mu=100$, for all types of requests. It is the a standard mean for most works [73] to spent at different request execution phases (e.g., waiting for a thread, processing in the database, etc.).

The simulation keeps track of each session by giving an identification (ID) number to each client that is sent along the client and server connection. In addition, each request is completely determined by the object parameter, such as the type of request and the ID of the client to make sure that is coming from the same client during a session.

The server uses multiple threads where each connection or client is assigned to a dedicated handler thread so, by varying the number of connections, the load on the server can vary. Moreover, different arrival rates can be produced by changing the number of clients or the waiting time. Figure 5.1 illustrates time-
slicing in generated handlers – i.e. the think time (between the submission of each request from the client side) and the response time (which is the total processing time and waiting time). When the server is under loaded the waiting time tends to be short resulting in small response times and when overloaded the overflow of requests can increase the response time. Note that this is the average response time experienced by the clients. Therefore, the simulation tracks the time and assumes these times are measured in units of seconds; the response time starts when the request is sent from the client, the current time of the system is recorded when the response is received and again when it is finished, the system then records the difference from these two recorded times.

Figure 5.1: Time slicing
5.3. Performance Metrics

To study the behaviour of the system, the following metrics were used (see Figure 5.2), which would have the maximum impact on the performance in the design and analysis of any system and will greatly increase the chances of the system satisfying user performance requirements:

- **Throughput**: it is obtained by dividing the total number of accepted requests by the client’s session time. The overall throughput is to the total throughput for all clients.

- **Response time**: is observed by the client over different number of clients. Response time is defined as the time difference between when a request is sent and when a successful response is received from the server. The average response time is calculated when the response time is divided by the number of accepted requests.

- **The percentage of dropped requests** is obtained by dividing the number of rejected requests by the total number of requests and then by multiplying them by 100 to get the percentage.

- **The actual average arrival** specifies when each client arrives. This is measured by dividing the number of arrivals, within the client’s time, by the client’s session time. The session time starts when the connection between the client and server starts and then ends when it disconnects.
- The overall arrival rate is equal to the total arrival average for all clients as presented in Figure 5.2 – this is equal to the number of clients multiplied by the average arrival of clients.

- Server utilisation: It can be used to track server performance regressions or improvements and it is calculated as the percentage of time ($R$) during which the server is busy processing requests during a simulation, for all clients the utilisation is ($U = \sum_{i=1}^{n} R_i / \text{simulation time}$).

Figure 5.2 illustrates the main performance metrics as following:
\( \lambda \) in (5.1) is the arrival rate for all clients at shared processor

\[
\lambda = \sum_{i=1}^{n} \lambda_i \quad (5.1)
\]

\( r \) in (5.2) is the rate of rejected requests

\[
\sum_{i=1}^{n} r_i \quad (5.2)
\]

\( \alpha \) in (5.3) is arrival rate into admission control system,

\[
\sum_{i=1}^{n} \alpha_i \quad (5.3)
\]

(5.4) presents the actual arrival rate which is calculated by subtract rejected request (5.2) from arrival (5.3) for each client

\[
\lambda_i = \alpha_i - r_i \quad (5.4)
\]

5.4. The Simulation Traffic Model

The usual starting point when evaluating the performance of e-commerce systems is to use a traffic model which has a major role in analysing real world traffic. In order to design a network, it is important to understand the traffic characteristics of the network. Traffic is a key component of the proposed
simulation as it shapes the e-commerce environment under the TCP protocol which handles most Internet traffic. For instance, using the Poisson distributed process for requests, which arrive with rate $\lambda$ and exponential distribution for service rate with mean of $\mu$, can generate traffic that is comparable to that expected from a population of real world clients. If the client arrivals are according to Poisson processes, and service times are exponentially distributed, the system can be modelled by a multi-dimensional Markov chain [59]. In addition, a part of the validation considered different traffic models, such as burst traffic which increased confidence in the proposed simulation due to its flexibility in the use of several types of traffic models. In other words, it is easy to adopt a new traffic model, by just changing the instantiation routine of the client object and by not changing the other parts of the simulator.

5.4.1. Poisson distribution

Network arrivals are often modelled as Poisson processes for analytic simplicity. Poisson distribution is a discrete distribution which takes on the values $x=0, 1, 2, 3 \ldots$. It is often used as a model for the number of events in a specific time period $t$.

The Poisson probability mass function (pmf) is given by:

$$f(x) = \begin{cases} \frac{e^{-\lambda} \lambda^x}{x!}, & x \geq 0 \\ 0, & x < 0 \end{cases}$$

(5.5)
The cumulative distribution function (cdf) is given by:

\[ f(x) = \sum_{i=0}^{x} \frac{e^{-\alpha} \alpha^i}{i!}, \alpha > 0 \]  \hspace{1cm} (5.6)

5.4.2. Exponential distribution

Exponential distribution describes the time between events in a Poisson process at constant average rate \( \lambda \). The probability density function (pdf) is given by:

\[ f(x) = \begin{cases} \lambda e^{-\lambda x}, & x \geq 0 \\ 0, & x < 0 \end{cases} \]  \hspace{1cm} (5.7)

The cumulative distribution function (cdf) is given by:

\[ f(x) = \begin{cases} 1 - e^{-\lambda x}, & x \geq 0 \\ 0, & x < 0 \end{cases} \]  \hspace{1cm} (5.8)

The exponential random number generated to represent the service time or the inter-arrival time in a simulation is calculated by solving for \( x \) in Equation (5.8) using the inverse transform technique as follows:

\[ R = 1 - e^{-\lambda x} \]  \hspace{1cm} (5.9)
\[ e^{-\lambda x} = 1 - R \quad (5.10) \]

\[-\lambda x = \ln(1 - R) \quad (5.11)\]

\[ x = -\frac{1}{\lambda} \ln(1 - R) \quad (5.12)\]

\(R\) is a uniform random number distributed on \([0, 1]\) and \(\lambda\) is the rate in service completions or arrivals per unit time.

### 5.4.3. Burst traffic

Traffic that follow a Poisson arrival process, would have a characteristic burst length which would tend to be smoothed by averaging over a long enough time scale. However, measurements of real traffic indicate that significant traffic variance is present on a wide range of time scales.

Self-similar traffic has observable bursts at a wide range of timescale thus it can exhibit as well as long range dependent properties. The properties of self-similar traffic are very different from the properties of traditional models based on Markovian models (e.g., Poisson). The scale-invariant characteristics of the self-similar traffic are in strong contrast to traditional network traffic models which show burstiness at short time scales but are smooth at large time scales [57]. However, self-similar is extremely complex and intractable to practice.
Therefore, in this simulation a simple traffic is provided that includes bursty behaviour.

Bursty traffic is used in simulation which refers to an uneven pattern of requests transmission: sometimes a large number of requests are transmitted while at other times it might be a very small number thus burst traffic could exhibit a high variance.

Barrier synchronisation primitive technique is used to enforce the stopping of execution between a number of threads or processes at a given point and prevents further execution until all threads have reached the given point.

In burst traffic the thinking time is exponential distribution with a mean of 1 second for about 30% of generated requests. For the remaining 70% of requests suppose there is not any specific thinking time between them; in other words there is zero thinking time as presented in Figure 5.3. For more details refer to Figure 5.4.

![Figure 5.3: Generating requests in Burst Traffic](image-url)
5.5. Implementation of the Simulation Tool

This section describes the implementation of the aforementioned methods and models of the simulation tool. The implementation is based on the $\pi$-calculus formal specification presented in Chapter 4.

The implementation replaces non deterministic choice in the specification with random choice. In addition, to collect the statistic results, a central object is needed thus the implementation exploits the facilities provided by the active object model [53] or the active actors therefore a new feature is added into implementation that not at specification part. However, shared data can cause multiple update problems when two or more threads access shared data and they try to change it at the same time. In order to prevent race conditions occurring, the simulation considers a monitor that encapsulates shared resources or shared variables, such as counters of virtual buffers that are shared between all generated threads. A lock is defined to associate with the monitor and each function requires that it is locked before it continues its execution therefore synchronised methods are used to enforces mutual exclusion and ensures that threads interact safely more details are in section 5.5.5.

A thread is created for each client and the priority of each incoming request is assigned according to its type and class. This is the gatekeeper component, as presented in Chapter 4; to illustrate: a highest priority is given to high priority
class such as buy or portal buy; a middle priority is given to middle priority class, such as review requests; and, a minimum priority is given to low priority classes, such as browse. All clients share the first connection over TCP with the server and they are served in a FIFO order, then a separate connection is produced for each handler and they are served like in the specification with a non-deterministic order. Of course, the order of the thread to execute requires monitoring for mutual exclusion purposes. Requests of the same class are served on a FIFO basis. In addition, requests from the same client are served in FIFO order because the client will not produce the next request until the last one has an answer.

5.5.1. The Client

The client is the only contrived part of the implementation; the other components, described below, could be used without modification in a production version of the protocol.

The non-deterministic choice in the model was implemented as a probabilistic choice, with 80% of requests being browse in the main model and 50% in the extended models because most of customer browses or searches without buying any things. It was assumed that a client would terminate after generating 100 requests. The performance results in the following chapter were obtained from several hundred runs of the simulation. In addition, several variables accumulate metrics such as response time since each client
calculates their own performance metrics and theses metrics can be combined in the end of the simulation to produce the overall results. In addition, each run executed a number of clients [100-1000] running concurrently and with access to a central report class. Therefore, the client was improved to include calls to a reporting object, for statistical purposes.

5.5.2. The Server

The model was conveniently translated because Java allows active processes within other tasks which permit the processor and counter components to be translated, as tasks, without them being visible to the clients. The capacity of the virtual buffers was assumed to be 100, for each, more details will be given in chapter 6.

The gatekeeper component was very easy to implement using Java’s condition statement: depending on the type of request received, the handler component will direct that request to the appropriate virtual buffer then process it or reject it.

The model shows a non-deterministic choice between processing a buy or a browse request which is implemented as a priority choice: if a buy request is available then process it, otherwise process the browse request.
5.5.3. Requests generation

Each client will send a hundred requests with random types. The client waits for a response which is checked to calculate the response time when it successful or adding to dropping request when it is rejected. After transaction completion, the client will wait an exponentially distributed think time between some requests following burst traffic algorithm (see section 5.4.3) then the process starts again.

Figure 5.4 shows the code of non deterministic choice in specification by generating different types of requests randomly.

```java
for (int i = 1; i <= 100; i++) {//100 requests for each client
    try {
        r1 = generator.nextDouble(); //generate random number
        if (r1 >= 0.8) {
            try {
                type Packetb = new type(3,"hi",id,i);
                lastFlushTimeb3 = System.currentTimeMillis() / 1000;
                out.writeObject(Packetb);
                clientt.report.totalportalb() ;
                Object datb = in.readObject();
                type packetb = (type) datb;
            }
        }
    }
}
```
//check server messages
if(packetb.getStatus().equals("buyacceptP"))
{
    lastFlushTimeb2 = System.currentTimeMillis()/1000;
    timeb=(lastFlushTimeb2-lastFlushTimeb3);
    clientt.report.add_portalb(timeb);

} //end if
else if(packetb.getStatus().equals("buyrejectP"))
{
    clientt.report.Drop_portalb(); } //end else if

}//end try
catch(Exception ioEx1){System.out.println("buy exception receive-
"+ioEx1);}

}// end high priority
else if((r1>=0.5)&&(r1<0.8))
{
    // medium priority requests 
}
else if((r1>=0.0)&&(r1<0.5))
{
    // low priority requests
}
}catch(Exception e) { System.err.println("IO Exception main try");}

r2 = delay_r2.nextDouble();
if(r2>=0.7)
try {   delay=Math.round(Po.nextExpo(delay_r,100.0)); //think time in burst traffic
        
        sleep(delay);

    ) catch(Exception e) {System.err.println("Interrupted");}

    else

        {System.out.println(" nothing"); } //no think time 

    }//end for loop


Figure 5.4: Requests generating

5.5.4. Handler Creation

Figure 5.5 shows the server when it connects with each client through the specific socket, then it creates a handler for each clients. Here thread denotes the handler and it should be out and in object streams to send and receive the request. This implements new action in π-calculus.

while(true) {

    // Blocks until a connection occurs:

    Socket socket = s.accept();

    if (x==0) //number of clients

        {

            start_time= System.currentTimeMillis() / 1000;

            Start_time.println(" +start_time");://save simulationn start time

        }
x++;

System.out.println("after s.accept");

try {
    outToClient1 = new ObjectOutputStream(socket.getOutputStream());
    inFromClient1 = new ObjectInputStream(socket.getInputStream());
    t = new ServeOneEcho(socket, inFromClient1, outToClient1);
    System.out.println("new ServerOne ");
}

} catch (IOException e) {  // If it fails, close the socket,
    // otherwise the thread will close it:
    socket.close();
}

}//end catch

}//end while

Figure 5.5: Handler creation

As seen in Figure 5.5, the counting of clients is implemented for statistic purpose and the start time is considered when the server accepts the first client. The server is switched on always to receive any number of connections at any time thus the infinite loop is considered.
5.5.5. Mutual Exclusion

Figure 5.6 shows the mutual exclusive technique within sleep class. Synchronised method is defined and it has mutually exclusive access to the data encapsulated by the object. Synchronised method has two effects:

- It is not possible for two invocations of synchronised methods on the same object to interleave. When one thread is executing a synchronised method for an object, all other threads that invoke synchronised methods for the same object suspend execution until the first thread is done with the object. Note that, it is random order for the waiting threads who get the access to the method.

- When a synchronised method exits after the specific time \( d \), it automatically releases the lock. This guarantees that changes to the state of the object are visible to all threads.[53]

```java
public class sleep implements Serializable {

    private long t1, t2, total;

    public synchronized long Sleep(long d)
    {
        try{
            t1=System.currentTimeMillis();
        }
    }
```
Thread.currentThread().sleep(d);

t2=System.currentTimeMillis();

total=t2-t1;
}

catch (InterruptedException ie) {System.out.println("InterruptedException "+ie); }

return total;
}

Figure 5.6: Mutual exclusion

5.6. Simulation Validation

A series of simulations were performed to measure the performance and behavioural specifics of the proposed model and extended models which described in chapter 3. The proposed model and the extended models are classified as closed models [54], which means that the performance concepts can be obtained by varying the number of clients and thus causes the variation in the arrival rate. Furthermore, model validation was conducted by running the models under the same input conditions for a number of different clients further details will be given in chapter 6.
After each run of the simulation, using specific numbers of clients, the Handler response to reject the request when the buffer is full or to continue processing. The sum of all the actual arrival averages was calculated and an arrival rate from that point (100, 200, ... etc) was presented. At the same time, the sum of all throughputs was produced. The desired measures of performance: average arrival, throughputs, utilisation, average response time and percentage of dropped requests, should be produced for each client in a report form when the simulation ends, via a link between the simulation and Microsoft Office's Excel. This allows the recording of output values and calculates the overall averages of all the clients by using central share report object.

5.7. Summary

Simulations play a vital role in analysing the performance of e-commerce applications. Simulation programs can be used to closely replicate the e-commerce application, to be remodelled, and in many cases can capture details that may be impossible to obtain from analytical models. This is because the latter can become intractable and prevent the introduction of simplified assumptions. Since multi-actor simulations are powerful tools for analysing real world distributed systems, they have been used for simulation and evaluation throughout the thesis. Java programming language is used to implement the simulation because it supports concurrent programming and it is easy to extend the code by adding new components by other researchers.
This chapter has presented the benefits of the proposed simulation tool. In addition, a full description of the specified simulation has been illustrated to explain the related classes and parameters. Several calculations, used to obtain results, were presented and will be illustrated further in the next chapter. Furthermore, in the next chapter the results from the simulation will be used to evaluate the proposed model.
Chapter 6: Evaluation and Experimental Results

6.1. Introduction

This chapter evaluates the performance of the proposed models through a series of experiments. The simulation tool presented in Chapter 5 is used in the evaluation process. A number of cases have been studied using the proposed models. These models are based on Poisson arrivals, burst arrivals and exponential service time. The experiments cover a wide range of input parameterizations, such as number of clients and different traffic techniques, and demonstrate performance metrics. The experiments take into account all the important parameters of performance metrics such as average response time, throughput, arrival rate, utilisation and percentage of dropped requests in different models and varying number of clients. Experimental results show that the proposed models improve the performance of web servers in different e-commerce setup such as conventional e-commerce systems as well as modern e-commerce systems including web portal with user’s reviews. The results also give valuable insight into the performance studies of real e-commerce web servers.
6.2. Experimental setup

The set up of all experiments are mostly the same and there is small different as following:

1. In the first set of experiments, there are two types of request. This set of experiments is used as a baseline to present the importance of the priority scheduling mechanism.

2. In the second set of experiments, another type of request is added to the main priority scheduling mechanism to include review customers and to show that the proposed main mechanism is capable of assigning more than two types of priority to ecommerce requests.

3. In the third set of experiments, the Low Priority Fair Model modifies the basic PSM to improve the performance of browse customers. The effects of buffer size on the performance metrics are investigated using the Low Priority Fair Model. In addition, a set of experiments are conducted to study the behaviour of the Low Priority Fair Model under a bursty traffic technique.

4. In the fourth set of experiments, new features are added to the basic PSM which present the advantage of a portal model. One TCP
connection is used in all experiments except portal model, two TCP connections are used as described in simulation chapter. The effects of different basis models on the performance metrics are investigated in Portal Model using the Basic PSM and Fair Low Priority Model.

6.2.1. Traffic

To be more realistic traffics, bursty traffic that described within chapter 5 is used for all experiments except in Low Priority Fair Model where the comparison between smooth and burst traffic is presented. Note that a Low Priority Fair model was chosen because the results obtained here can be generalized to other models.

6.2.2. Clients

Each client generates one request and waits until the server responds. Then the client may or may not go to sleep, depending on the generated random number. The sleep time, or think time, is a random variable with exponential distribution with a mean of one second. After waking up, the client generates a new request, and so on until 100 requests have been made or until he finishes his session. The same experiment is repeated several times using a different number of clients, which varies between 100 and 1000 clients as mentioned in Chapter 5; this is a large enough number of clients to make sure that at the end of each run, requests are executing concurrently. Moreover, the most basic type
of load testing is used to determine the web application’s behaviour under both normal and expected peak load conditions and this appears between 100 to 1000 clients.

6.2.3. Buffers

A typical buffer configuration can be any number in size. The small-buffer model is suitable when buffer size does not depend on the number of clients [37]. After many adjustments as shown in Appendix D, 100 is the better size to monitor the performance, so all buffers’ sizes are set to 100 for all types of request.

6.3. Experimental Results

This section presents the results in detail, showing the effectiveness of the proposed models. In all experiments, the key is in requests priority. The experiments demonstrate performance metrics such as arrival rate, throughput, utilisation, response time and dropped requests.

6.3.1. Review Model

Review model as mentioned in chapter 3, adds new parameter to the basic PSM which includes review customers. Therefore, it was extended to classify e-commerce requests into high, middle and low priority requests, instead of two types of requests of the basic PSM. The results of the basic PSM and the Review model are jointly presented given the fact that they share the two types
of requests of ‘browse’ and ‘buy’. That is, the former only deals with ‘browse’ and ‘buy’ while the latter adds another class which is the ‘review’ requests. That is by excluding the ‘review’ requests the Review model converts to the basic PSM.

There are three different requests: browse, review and buy, which are randomly generated from different clients. The number of different types of request varies according to [1]; for example, 20% buy requests, 30% review requests and 50% browse requests. Generally, there are more ‘browse’ requests than ‘buy’ or ‘review’ requests. The results show a clear improvement in the performance of high-priority requests over medium- and low-priority ones. Another aim of the Review model experiments is to show that the proposed approach is capable of assigning more than two types of priority to ecommerce requests. That is, it meets the requirements of modern e-commerce application’s development and integration services in order to increase business efficiencies by taking e-commerce applications to a new level.

To study the effect of changing the model load on the performance metrics, the system examined when the service rate is similar for all types of requests with burst traffic.

6.3.1.1. Arrival rate

To consider approximating the behaviour of the proposed model, the arrival rate is presented.
The arrival rates were varied by varying the number of clients; they increased dramatically with more clients or more time. Figure 6.1 illustrates the model arrival rate in terms of the arrived requests of buy, review and browse per second. The X-axis is the number of emulated clients, and the Y-axis refers to arrival rate. As seen in Figure 6.1, the arrival rate increases very fast due to the small thinking time and the large number of dropped requests regarding priority condition for browse and review requests which is: If the buffer of payment requests is empty then process the first review request and If the buffer of payment requests and review requests are empty then process the first browse request. In addition, the buffer status could affect the arrival rate as soon the arrival rate starts to grow above 100 clients due to the full buffer for buy requests that have size of 100 and has the highest priority.

Figure 6.1: Arrival rate in Review Model
6.3.1.2. Throughput

Figure 6.2 shows the throughput to ensure that the model does not introduce excessive processing overheads particularly under overload conditions. The throughput in Figure 6.2 shows the accepted requests per second. It is clear that, by increasing the traffic load, the throughput will slightly increase. The throughput reaches a maximum value when the arrival rate ensures that the processor is fully utilized. In other word, the system exhibits a higher peak throughput of 17 requests per second at 900 clients. The throughput is unaffected by increasing the arrival rate because the system brings some of competition resources into handler rather than completing requests.

![Mean of Throughput](image)

**Figure 6.2: Throughput of Review Model**
6.3.1.3. Utilisation

![Mean of Utilization](image)

**Figure 6.3: Utilisation of server in Review Model**

Figure 6.3 shows the utilisation of the server in terms of the percentage of time during which the server is busy processing requests. The X-axis is the number of emulated clients, and the Y-axis refers to utilisation. The utilisation of each run is measured. Most of the handlers are processing high-priority requests. When the number of clients is small, the server is under-utilized and the throughput increases by increasing the number of clients, as shown in Figure 6.2. In the first of the simulation when the client number becomes 100, the utilisation is 95% then it increases due to processing requests state and when the number of clients starts to reaches 1000 the server utilizes 92% thus no time for processing rejected requests, therefore, this small change has no any affects on the throughput. Moreover, the throughput remains constant even if the
number of clients increases. Then the throughput decrease slightly because the rate of incoming requests exceeds the capacity of the server and this situation leads to drop most of incoming requests.

6.3.1.4. Response Time

The observed response time as seen by the client side (see Figure 6.4) can give clear information about the server performance. When the server is close to 100% utilized, it shows that the protocol gives best value by completing most of the highest-priority buy requests.

Three curves are presented in Figure 6.4: these denote buy, review and browse requests and the X-axis is again the number of emulated clients, but the Y-axis is average response time in second. Figure 6.4 shows that larger numbers of clients produce larger loads on the server, which results in the increased average response time of high-priority requests because the server processes most buy requests. However, due to the large percentage of low- and medium-priority requests being dropped, these will have a low average response time. With more generated requests, the number of low- and medium-priority requests completed will decrease because most of these requests will be rejected. However, Figure 6.4 demonstrates this, as the number of high-priority requests completed before the buffer becomes full is high at the beginning of the simulation then it starts to decrease due to the large number of requests. The
marks in the graph for Buy requests show that the error being less than 5% at all points even at 800 clients.

![Mean of Average response time](image)

**Figure 6.4: Average response time in Review Model**

**6.3.1.5. Dropped Requests**

![Mean of Dropped Requests](image)

**Figure 6.5: Dropped requests in Review Model**
Figure 6.5 presents the effect of an increasing number of clients on the percentage of dropped requests for each type. It can be seen that the occurrence of the request being dropped steadily increases for all types upon an increase in the number of clients. This is clearly due to the finite capacity of the buffer for incoming requests.

There are rejected buy requests under heavy load conditions at the same point above 100 clients, so that the average response time becomes small (see Figure 6.4). However, there is a huge number of other rejected low-priority requests. The browse requests start to be rejected a little earlier than review ones because the processor is being occupied with review requests and occupied fully with buy requests which have higher priority.

In summary, after the buffer becomes full the throughput arrival rate and the utilisation are consistent at the same point (Figures 6.2 and 6.3). The throughput reaches the peak point when the server reaches the maximum value of the utilisation as shown in Figure 6.3 and this happen when the arrival rate increases dramatically due to the rejected requests in the same point (Figure 6.1).

6.3.2. Low Priority Fair Model

The low priority fair model as mentioned in chapter 3 modifies the basic PSM to improve performance of browse customers. It gives a small delay to processing
browse requests rather than rejecting them, thus it keeps low priority customers on the web site.

To evaluate the effectiveness of the Low Priority Fair Model, two sets of experiments are designed with different buffer sizes. In the first set of experiments two different types of traffic generation are used – smooth and burst– using exponential distribution and setting the buffer size to 1. The smooth traffic follows a dynamic stochastic process such as random process. In the second set of experiments the buffer size is increased to 100 as mentioned in section 6.2.3 that the better size is 100 after many adjustments. The following results represent the first set of experiments; to be more realistic traffics, suppose the thinking time is randomly generated the probability of exactly one event in one second it means with a mean of 1 second between each request, and is labelled ‘random case’. For ‘burst case’ the thinking time is exponential distribution with a mean of 1 second for about 30% of generated requests. For the remaining 70% of requests suppose there is not any specific thinking time between them; in other words there is zero thinking time (More details are presented in chapter 5).

6.3.2.1. First set of Low Priority Fair Model’s experiments

The following results are maintained when the buffer size is set to 1 for all types of requests.
6.3.2.1.1. Arrival Rate

![Arrival rate (buffer size=1)](image)

**Figure 6.6: Arrival rate in Low Priority Fair Model (buffer size=1)**

The difference in arrival rate between the two presented cases is clear (see Figure 6.6). In the burst case, the number of arrivals is higher than in the random case, due to the different speeds of request generation in the two cases. It seems that in the burst traffic the requests are generated more quickly than in the random case due to rejected requests with a small buffer size.

In Figure 6.6, the arrival rate increases until the server begins to utilize 100% and no more requests are received. Note that as the size of the buffer increases, the arrival rate in the two cases will become almost the same (see Appendix C).
Figure 6.7: Throughput of Low Priority Fair Model (buffer size=1)

Figure 6.7 shows the throughput of the two cases. As shown, the throughput increases with the increase of arriving traffic until the total arrival rate exceeds the service rate; from that point, after dropping, the system throughput will not exceed the service rate for processing a request, which is chosen randomly from an exponential distribution with a mean of 100 ms for each type of request. When the server has high utilisation, the throughput remains constant even though the number of arrivals increases. As shown in Figure 6.7, the throughput of random case is slightly lower than in burst one due to the lower number of requests and more thinking time, even though the service time is equal.
6.3.2.1.3. Utilisation

![Utilization chart]

**Figure 6.8: Utilisation of server in Low Priority Fair Model (buffer size=1)**

Utilisation becomes higher in the burst case than in the random case as presented in Figure 6.8 due to increasing completed requests, which explains the higher throughput in the burst case (see Figure 6.7). The higher arrival rates (see Figure 6.6) will give higher throughput if there is a capacity and, as shown in Figure 6.8, the utilisation is under 100%. Note that the variation in the utilisation is due to the variation in resources availability. Moreover, when the utilisation spikes at a high level, it means more requests will be completed.
6.3.2.1.4. Dropped Requests

Figure 6.9: Percentage of dropped requests in Low Priority Fair Model (random case, buffer size=1)

Figure 6.10: Percentage of dropped requests in Low Priority Fair Model (burst case, buffer size=1)
As the results from arrivals and utilisation of the two cases show, the higher utilisation means higher arrivals and more rejected requests. Figure 6.9 shows the higher amount of dropped requests in the random case. With more requests or with a fully-utilized server, the percentage of all types of completed requests will decrease because most of these requests will be rejected by the web server. This improves the relationship between dropped requests and buffer size, as will be clear in the second set of experiments when the buffer is set to 100. In addition, this improves the response time for the clients as less time is spent on rejecting incoming requests (See Figure 6.9 and Figure 6.10).

6.3.2.1.5. Response Time

![Average response time (random case)](image)

*Figure 6.11: Average response time of requests in Low Priority Fair Model (random case, buffer size=1)*
The proposing of the Low Priority Fair Model clearly appears in the average response time of browse requests in Figure 6.11 and Figure 6.12. The high response time spent on low-priority requests is due to the waiting that is caused by processing rather than dropping requests. However, this high response time does not lead to an acceptable state because the buffer size is very small and most of requests from each type are dropped, this is particularly true for browse requests, here the average is taken over a small number of completed requests leading to more variance and a curve that is not smooth.

6.3.2.2. Second set of Low Priority Fair Model’s experiments

The following results are maintained under the same setting of the first set of experiments except the buffer size has been changed to 100.
There is not any significant difference between the arrival rates in the random case and those in the burst case (See Figure 6.13). Therefore, the arrival rate is increased by increasing the number of clients generating requests and then starts to increase faster due to the rejected requests. Note that when the buffer's size increases, the burst traffic will absorb by the large buffer.
6.3.2.2.2. Throughput

The throughputs achieved with both cases are presented in Figure 6.14. There is no significant difference in peak throughput in both cases; however, the throughput starts to decrease clearly in the random case due to the rejected requests because of context-switching overheads. In other word, with low traffic the processor uses most of computational resources to process requests however, high traffic means it has less because handlers are using it. Moreover, the burst traffic could effect on the service rate to become variance.

Figure 6.14: Throughput of Low Priority Fair Model (buffer size=100)
6.3.2.2.3. Utilisation

Figure 6.15: Utilisation of server in Low Priority Fair Model (buffer size=100)

Figure 6.15 indicate the utilisation of the two proposed cases when the buffer size is set to 100 and there is no significance difference. It appears that with more incoming requests the server will reject most of them thus the utilisation becomes lower in the two cases.
6.3.2.2.4. Dropped Requests

Figure 6.16: Percentage of dropped requests in Low Priority Fair Model (random case, buffer size=100)

Figure 6.16 shows that the number of dropped requests in the random case is slightly higher than in the burst case (Figure 6.17): this because buffers start to fill faster in the random case due to less thinking time and more generated requests.
Figure 6.17: Percentage of dropped requests in Low Priority Fair Model (burst case, buffer size=100)

6.3.2.2.5. Response Time

Figure 6.18: Average response time of requests in Low Priority Fair Model (random case, buffer size=100)
Figure 6.19: Average response time of requests in Low Priority Fair Model (burst case, buffer size=100)

It appears that the response times are low for small numbers of clients. As expected, the response time is related to the length of the buffer: note that the sharp increase in average response time that occurs when the server is fully utilized and the buffer starts to fill particularly in the beginning of the simulation. Both cases in Figure 6.18 and Figure 6.19 show an improvement for buy requests regarding their high priority when keeping the server busy during their presence in the system. At the same time there is an improvement for browse requests compared with the main priority scheduling mechanism and review model: this is clear in Figure 6.17; the percentage of dropped browse requests becomes lower. The average response time is consistent between both cases. In general, the average response time for all types grows with the increase of
the traffic load but is always less than 2 seconds for each request. Low Priority Fair Model gives better response time, as it provides lower rejected requests.

The results indicate that the two cases behave similarly when the buffer size is set to 100.

In summary, it is clear that the buffer size and the type of generated traffic effected on the performance of the server. When the buffer size is set to 1, it leads to generate more arrivals because it becomes full quickly therefore more requests are rejected. Moreover, with small size of buffer and more generated requests, there is more chance to accept more buy requests and thus will increase the completed buy requests in the system. For response time it increased with big buffer due to queuing time and busy waiting overhead without processing which given to low priority requests for more details see Algorithm 3.3 in chapter 3. In order, to reduce busy waiting time, timeout is considered for low priority requests see Appendix E for more details.

In terms of the effectiveness of different forms of traffic, it is clear that there is a difference between burst and random cases when the buffer is set to 1. In order, the generated requests are faster with the burst case and thus give higher throughput, and this appears from the throughput of the burst case which is more than in the random case (Figure 6.7). Therefore, this difference appears because the small buffer.
In addition, the conducted results show the trade off between buffer size and response time. When the buffer becomes large the request takes more time to wait and process and give large response time. Note that response time is calculated from client view.

### 6.3.3. Portal Model

Portal model adds new features to the basic PSM thus it's the current requirements of e-commerce applications that involve multiple websites for price comparison and more. Portals are important to capture recent developments in new e-commerce web sites.

The client configured the requests in two different TCP ports; one connects with the web server and the other connects with the portal server.

This section investigates the effectiveness of the Portal Model, two sets of experiments are designed with different based models. In the first set of experiments basic PSM is used as the basis of web server and it gives the higher priority to the customer who comes from portal web sites to complete the purchase step it called “Portal_buy”. Then the priority is given to "Direct_buy" who comes directly to the web sites to purchase, and then the lowest priority is given to "Direct_browse" who browse directly at web site.

In the second set of experiments the Fair Low Priority Model is used as the basis of web server and it gives a small delay to processing "Direct_browse"
requests rather than rejecting them. Note that the portal server serves only browse requests sent by portal clients, and it called "Portal_browse" in both sets of experiments for more details see section 3.4.3.

6.3.3.1. Portal Model Based on the basic PSM

This section presents the results of portal model that depends on the basic PSM at web server.

6.3.3.1.1. Arrival Rate

![Mean of Arrival rate](image)

**Figure 6.20: Mean of arrival rate in Portal Model based on basic PSM**

Figure 6.20 illustrates the difference between the mean arrival rates in the portal and web server, the X-axis is again the number of emulated clients, but the Y-axis is arrival requests per second. As shown, the arrivals in the web server are
slightly higher than in the portal because the number and the type of requests arriving to the web server are higher than in the portal server. There are three types of request: direct browse, direct buy and portal buy. However, the small amount in browse generation caused a low arrival rate because the portal server serves only browse requests sent by portal clients.

6.3.3.1.2. Throughput

![Mean of throughput](image)

**Figure 6.21: Mean of throughput in Portal Model based on basic PSM**

Figure 6.21 shows the throughput mean in the portal and web server, the X-axis is again the number of emulated clients, but the Y-axis is accepted requests per second. It is clear that by increasing the arrival rate, the throughput will slightly increase. The throughput reaches a maximum value when the arrival rate ensures that the processor is fully utilized. The throughput is the number of
accepted requests per second. Accepted requests are sent from portal clients as well as direct clients to the web server.

Throughput in the portal server is the number of accepted browse requests that are sent by portal clients per second. Note that the throughput in the portal server is higher than in the web server due to a large number of accepted portal browse requests. On the other hand, with the priority scheduling mechanism at web server there are some of rejected low priority requests thus can affect the throughput results to become lower because of more rejected requests.

6.3.3.1.3. Utilisation

![Mean of Utilization](chart)

**Figure 6.22: Mean of utilisation of Portal Model based on basic PSM**

Figure 6.22 presents the utilisation of the two different servers as seen at portal curve it becomes fully utilized quickly regarding to accepted browse requests.
6.3.3.1.4. Dropped Requests

![Diagram showing Mean of Dropped requests](image)

Figure 6.23: Mean of dropped requests in Portal Model based on basic PSM

As shown in Figure 6.23 most handlers process Portal_buy requests first, then Direct_buy then Direct_browse. With more requests, or with a fully-utilized server, the percentages of all types of completed requests will decrease because most of these requests will be rejected by the web server.
6.3.3.1.5. Response Time

Figure 6.24 shows the average response time of all types of request that serve at the web server and portal server. As expected, response times are low for small numbers of clients, whereas larger numbers of clients (direct and portal) produce a heavy load on the web server, resulting in a slightly increased average response time for high-priority requests because the web server processes most Portal_buy requests. However, due to the large percentage of low-priority requests being dropped, these will have a low average response time. Average response times (Figure 6.24) are consensus with the dropped requests (Figure 6.23) at the same point of 300 clients the dropped requests starts to increase dramatically thus cause lower response time.
Moreover, Figure 6.24 shows that a higher arrival rate for Portal_Browse produces a higher average response time because the portal server receives a large number of browse requests. As shown in Figure 6.23, with more generated requests the number of Portal_Browse requests completed will decrease because most of these requests will being rejected, thus diminishing response time because there is no time spent on rejected requests.

6.3.3.2. Portal Model Based on Fair Low Priority Model

This section presents the results of portal model that depends on the Fair Low Priority Model at web server.

6.3.3.2.1. Arrival Rate

![Mean of Arrival rate](image)

**Figure 6.25: Mean of arrival rate in Portal Model based on Fair Low Priority Model**
Figure 6.25 illustrates the difference between the mean arrival rates in the portal and web server, the X-axis is again the number of emulated clients, but the Y-axis is arrival requests per second. As shown, there is a significant different between arrivals in the web server and portal server. The arrivals are higher in the portal server than in the web server due to the delay in processing low priority requests thus keep the web server busy (see Figure 6.27) most of the time and the clients will not generate any more requests until they receive the response from the previous one. Note that there are three types of request: direct browse, direct buy and portal buy which served by web server. Figure 6.25 shows that the arrivals increases in portal server due to the amount of rejected requests with more clients, note that the portal server serves only browse requests sent by portal clients.
6.3.3.2.2. Throughput

Figure 6.26: Mean of throughput in Portal Model based on Fair Low Priority Model

Figure 6.26 shows the throughput mean in the portal and web server, the X-axis is again the number of emulated clients, but the Y-axis is accepted requests per second. It is clear that by increasing the arrival rate, the throughput will slightly increase. The throughput reaches a maximum value when the arrival rate ensures that the processor is fully utilized. The throughput is the number of accepted requests per second. Accepted requests are sent from portal clients as well as direct clients to the web server.

Throughput in the portal server is the number of accepted browse requests that are sent by portal clients per second. Note that the throughput in the web server is lower than in the portal server due to a busy loop which causes a long
simulation time. In addition, there is no waiting loop at the portal server and no competition between types of requests because as, mentioned before, portal server servers only browse requests.

6.3.3.2.3. Utilisation

![Mean of Utilization](image)

**Figure 6.27: Mean of utilisation in Portal Model based on Fair Low Priority Model**

Figure 6.27 presents the utilisation of the two different servers as seen at web server curve it becomes fully utilized quickly regarding to accepted low priority requests rather than reject them. The portal server curve is slightly lower than web server due to fully buffer of browse requests which rejects these requests.
6.3.3.2.4. Dropped Requests

![Mean of Dropped requests](image)

**Figure 6.28: Mean of dropped requests in Portal Model based on Fair Low Priority Model**

As shown in Figure 6.28 most handlers process Portal_buy requests first, then Direct_buy then Direct_browse. With more requests, or with a fully-utilized server, the percentages of all types of completed requests will decrease because most of these requests will be rejected by the web server. With more generated "Portal_browse", the portal server will reject most of them regarding to the full buffer status.
6.3.3.2.5. Response Time

![Mean of Average response time](chart.png)

**Figure 6.29: Mean of average response time in Portal Model based on Fair Low Priority Model**

Figure 6.29 shows the average response time of all types of request that serve at the web server and portal server. As expected, response times are low for small numbers of clients, whereas larger numbers of clients (direct and portal) produce a heavy load on the web server, resulting in a slightly increased average response time for high-priority requests because the web server processes most "Portal_ buy" requests. However, due to the large number of the created handlers that doing busy waiting loops not processing any request, thus will have a high average response time for "Direct_browse". Average response times (Figure 6.29) are compatible with the dropped requests (Figure 6.28) at the same point of 300 clients the dropped "Portal_browse" requests
starts to increase dramatically thus cause lower response time because there is no time spent on rejected requests.

Moreover, Figure 6.29 shows that a higher arrival rate for "Portal_Browse" at 300 clients produces a lower average response time because the portal server rejects browse requests.

In summary, Portal model used two different servers to serve different requests. Portal server responsible for serving browse customers who will redirect to serve by web server when he or she wants to browse more for the specific product in order to purchase it. Two sets of experiments are presented in portal model using different model basis. The portal server results are not effective with the different basis models because it considers only the web server. The results concluded that with more arrivals in the portal server, the portal server processes requests more quickly because there is one type of request (browse) with the highest priority and this means no competition. Therefore, it increased the throughput of the portal server and reduced the number of rejected browses, which is the key to keeping more customers on portal web sites.

The results indicate that the highest-priority customers take less time to process because they are prioritized, while the lowest-priority customers lose more requests during the first set of experiments.

The results concluded that the portal model with a Fair Low Priority basis gave better results with a good effect on the performance of high-priority requests.
This appears in the graph showing the percentage of dropped requests in Figure 6.28, as shown lower dropped of all requests is approved because the Fair Low Priority model avoids rejecting the low-priority customers and also gives the system more time to process the higher-priority customers. However, a higher response time is produced due to busy waiting loops or a long simulation time and thus leads to lower throughput of the system compared with the first set of experiments. In addition, the utilisation of the web server is higher with a Fair Low Priority model basis because most of the incoming requests are completed.

In addition, as shown at Figure 6.20 and Figure 6.25, different basis models at web server leads to different speeds of requests generating.

6.4. Summary

This chapter presents the experimental results based on the implementation of the proposed simulation described in Chapter 5. The performance has been assessed by looking at different combinations of conditions, such as varying the number of clients, changing the traffic flow or varying the buffer size and changing the used model basis. The results clearly demonstrate how different load settings can provide different response times and dropped requests.

The results demonstrate the effectiveness of the proposed models and show a marked improvement of the performance of high-priority requests, though low-priority requests experience reduced performance including rejected requests.
However, in the Low Priority Fair Model there is a clear improvement in the performance of low-priority requests, brought about by reducing the rejected requests without any effect on the performance of high-priority requests.

The results indicated that with Fair Low priority model basis in portal model, gave better performance than in basic PSM model.

In all situations the CPU is fully utilized. Throughput stays relatively consistent with response time, which is in turn consistent with dropped requests graphs. In addition, with more rejected requests the arrivals will increase due to zero time spent on rejected requests: therefore it will make request generating faster.

From the conducted results it appears two arguments to add extra separate hardware tier to the PSM. Firstly, because of more arrivals and more rejected requests. Secondly, because of busy waiting loops inside handlers which raise the response time without processing any requests.
Chapter 7: Conclusion

7.1. Introduction

This chapter provides the conclusion of the research work presented in this thesis. It summarises the main contributions of the proposed research.

The chapter also gives a critical evaluation of the proposed models and identifies the areas that need further improvements and defines directions for further research work.

7.2. Contributions and Critical Evaluation

Due to the rapid growth of e-commerce capabilities and applications, which are now available everywhere, e-commerce has identified certain effective requirements needed from the performance of these applications. In particular, if the web server is overloaded, poor performance can result, due to either a huge rate of requests being generated, which are beyond the server’s capacity, or due to a saturation of the communication links capacity, which connects the web server to the network. Many approaches have been proposed to control server overload. The aim of this research was to investigate what was required to exploit the capabilities of e-commerce, Priority Scheduling Mechanism has been
developed to treat each request differently, and to therefore assign different priorities to different classes of e-commerce requests. In e-commerce, some requests, e.g. payments, are generally considered more important than others, i.e. search or browse, due to their revenue-raising capabilities. The aim of PSM is to increase the performance of high-priority requests at the expense of those of lower priority. The contribution is the design of PSM system based on combining more than one technique to solve overload issues on web servers. This work encompassed a mixture of several techniques, including: admission control mechanism, session-based admission control, service differentiation, request scheduling, and queuing model-based approaches.

User reviews have become an important part of e-commerce because they influence customer purchasing behaviours therefore the proposed class-based priority scheme was extended to classify e-commerce requests into high, middle and low priority requests, instead of two types of requests and included review customers. Moreover, this thesis considers the loss of low priority customers and modifies the basic PSM to improve performance of browse customers, by giving a small delay to processing their requests rather than rejecting them, thus it keeps low priority customers on the web site.

PSM is extended to have new features in portal Model that build on the synthesis of performance management mechanisms. It provides a more effective way for managing the performance of modern e-commerce services that offer a flexible but complex setup involving multiple websites.
The conclusions of this thesis can be summarised as follows:

- Several models have developed from PSM. These models were extended from the basic PSM and new parameters were added, such as a review model or modification of the basic PSM to the Low Priority Fair Model, after the discovery of incompetence with low-priority customers or to add new features such as portal models. The benefits of PSM are clear: the use of unmodified commodity software components reduces development effort tremendously. As a result, this approach does not require extensive modifications to the operating system or a complete re-write of the server.

- The formal specification of the proposed models is considered to allow alternative approaches and to refine the one chosen, as well as providing a framework for its implementation and increasing confidence that the correctly implemented model is developed from the designed scheme. $\pi$-calculus is very effective way and it is useful starting point for the implementation phase.

- In order to maintain the performance metrics i.e. arrival rate, throughput, average response time, dropped requests, and utilisation, a multi-actor simulation is implemented using the Java programming language. Java supported all the requirements which are needed to build PSM such as: threading technique, client/server application and object oriented approach. The multi-actor simulation was developed to reflect the target
models as accurately as possible; therefore, for all experiments, the proposed models were solved using multi-actor simulation.

- A number of cases have been studied using the proposed models: these models are based on Poisson arrivals, burst arrivals and exponential service time. The experiments cover a wide range of input parameterizations, e.g. number of clients and different traffic techniques, which demonstrate performance metrics. Multiple experiments can give strengths to the proposed model and help to keep the validity of the results higher.

- The results demonstrate the effectiveness of the proposed models, and show a marked improvement in the performance of high-priority requests, although low-priority requests (including rejected requests) experienced a reduced performance. However, in the Low Priority Fair Model, there is a clear improvement in the performance of low-priority requests, brought about by reducing the rejected requests without any effect on the performance of high-priority requests.

- Further types of requests can be defined simply by including extra components and modifying the Gatekeeper to sort requests appropriately, e.g. a review model.

- PSM can accommodate multiple servers, like the portal model, because the virtual buffers can be accessed by N servers as easily as by one.
• Performance depends on the behaviour of the server and the client’s reaction to that behaviour, and any small changes in that behaviour ultimately lead to changes in performance. For example, given more chance to accept low priority requests can increase their response times and decrease the percentage of rejected requests. As a result, it will be small changes in server specification.

7.3. Future Work

In addition to the work reported in this thesis, several advances are suggested as recommendations for future work, as follows:

• Future work will consider the distribution of request arrivals in the proposed model using different metrics such as counter values. This will not only improve the design of our model, but will also allow more realistic testing that can be used in real e-commerce systems. Therefore, it may add to the tasks of a gatekeeper i.e. to count the number of sessions and implement different conditions depending on that number.

• Future work intends to introduce the traffic generation algorithm to study, in depth, how sensitive different simulation studies are to certain characteristics of the background traffic; in addition, to explore the application of this methodology with alternative traffic models or optimization objectives.
• Future research might also evaluate proposed scheduling protocols to see if it is possible to match protocols to traffic types.

• Further investigation of the behaviour of clients is necessary to gauge more realistic results. For example, when the clients have their requests rejected, it would be useful to add a feature to PSM that could send a message from a client when the amount of rejected requests becomes unacceptable.

• It is useful to use TPC-W, which gives one the performance characteristics of various servers in the context of a simulated e-commerce workload.
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Appendix A: Source code

In this Appendix, some of the source codes from the simulation is detailed.

1- Exponential distribution Function

```java
import java.util.Random;
import java.lang.Object;
import java.io.Serializable;
import java.io.*;

public class exponential implements Serializable
{

    public synchronized long Exponential(long mean)
    {

        Random random = new Random();

        long E;

        double f;

        f = -Math.log(Math.random());

        E=(long)(f*mean);
    }
}
```
while (x < MAX_THREADS) {
    if(x%2==0) {

        try{
            link = new Socket(addr, 1111); //1- connected to portal(browse requests)
            outToServer11 = new ObjectOutputStream(link.getOutputStream()); // out 2 portal
            inFromServer11 = new ObjectInputStream(link.getInputStream()); // in from portal

            try{
                System.out.println("client Bind to portal");
                Thread t1=new Portalclient(link, inFromServer11, outToServer11,
                    Portalclient.threadCount(),tp);
            }catch(e){ System.out.println(e); }
        }catch(e){ System.out.println(e); }
    }
}

Figure 30: Code of Exponential distribution method

2- Client in portal model

return E;
}
//end Exponential
}
//end class

while (x < MAX_THREADS) {

    if(x%2==0) {

        try{
            link = new Socket(addr, 1111); //1- connected to portal(browse requests)
            outToServer11 = new ObjectOutputStream(link.getOutputStream()); // out 2 portal
            inFromServer11 = new ObjectInputStream(link.getInputStream()); // in from portal

            try{
                System.out.println("client Bind to portal");
                Thread t1=new Portalclient(link, inFromServer11, outToServer11,
                    Portalclient.threadCount(),tp);
            }catch(e){ System.out.println(e); }
        }catch(e){ System.out.println(e); }
    }
}
catch (IOException e){System.out.println("\nError....! "+e);}
}
//end try

catch (IOException e){System.out.println("\nUnable to set up port! "+e);}
}
//end if

else
{

try{

socket1 = new Socket(addr, 8881); //1- connected web server
$outToServer2 = new ObjectOutputStream(socket1.getOutputStream()); //out 2 webserver
$inFromServer2 = new ObjectInputStream(socket1.getInputStream()); //in from webserver

try{

System.out.println("client Bind to server1");

Thread t3=new Directclient(socket1, inFromServer2, outToServer2,
Directclient.threadCount2());

}catch (IOException e){System.out.println("\nError....! "+e);}
}
//end try

catch (IOException e){System.out.println("\nUnable to set up port to server1! "+e);}
}
//end else

x++;
Figure 31: Code of client in portal model

as seen in Figure 31, there are two types of clients: Portal clients who connect with portal server and direct clients who connect with web server.

3- Buffer class in portal model

```java
import java.io.Serializable;
import java.util.Vector;

public class Buffer implements Serializable {

private int i=0,in=0,out=0,max=100,totalaccept=0,sum=0;

private int[] size1=new int[max];

private long time=0,S_time=0;

/******************************************************************************/

public synchronized void add_sizep(int g)
{
    while(i==max)
    {
        try{
            wait();
        }catch(InterruptedException e){System.out.println("add size1 report "+e); }
```
in=(in+1)%max;
++i;
size1[in]=g;
System.out.println("add size1="+size1[in]);
notifyAll();
}//end add to buffer

public synchronized void remove_sizep()
{
while(i==0) {
try{
    wait();
}catch(InterruptedException e){
        System.out.println("remove size1 report "+e);
    }
} //end while
out=(out+1)%max;
--i;
notifyAll();
System.out.println("remove size1 report "+size1[out]);
}//end remove from buffer

 laten en
public synchronized void record_time(long t)
{
    time = time + t;
    System.out.println("time1 = "+time);
}
//end record time of processing

public synchronized void reset_time()
{
    time = 0;
}
//end reset time

public synchronized void record_simulationtime(long t)
{
    S_time = t;
}
//end record simulation time

public synchronized long print_simulationtime()
{
    return S_time;
}
public synchronized void reset_simulationtime() {
    S_time=0;totalaccept=0;sum=0;
} // end reset simulation time

public synchronized long print_time() {
    return time;
} // end print processing time

public synchronized boolean empty_b () {
    if(i==0)
        return true;
    else
        return false;
} // end checking buffer if empty
public synchronized boolean full_b ()
{
    if(i==max)
        return true;
    else
        return false;
} //end checking buffer if full

Figure 32: Code of Report class in portal model

Figure 32 presents the share Buffer class which is used to identify the number of active requests of each type and used synchronised methods for mutual exclusive purposes as described in chapter 5.

4- Handler Body in server side

if ( flag == 11 ) // portal buy
{
    sum1=sum1+1; //number of incoming requests
if(!(server2.report.full_b1())) //check buffer size
{
    try{
        try{
            server2.report.add_size1(sum1);//add to size
            type ddp=new type11,"buyacceptP",server2.x,0);//create object
            server2.T1=server2.thread.Sleep(server2.E.Exponential(100));//time spending in CPU
            server2.report.record_time1(server2.T1);//record processing time
            out.writeObject(ddp);//send 'accept' object to client
            }catch(Exception ioEx1){System.out.println("add size1 "+ioEx1
            );}
        try{
            server2.report.remove_size1();//remove
            }catch(Exception ioEx1){System.out.println("remove size1 "+ioEx1 );}
            totalaccept=totalaccept+1;//total of accepted
            out.flush();
            }catch(Exception ioEx1){System.out.println("XXXXXX Exception in accept portal payment writing "+ioEx1 );}
        }//end if check size
else    //if the buffer full
{
    try{
    d1++;    
    type dddp=new type(11,"buyrejectP",server2.x,0);
    out.writeObject(dddp); //send 'reject'
    server2.report.record_time1(0);
    out.flush();
    } //end try
    catch(Exception ioEx1){System.out.println("XXXXXX Exception in drop
portals payment writing "+ioEx1);}  
} //end else
} //end portal

Figure 33: Code of Handler in server

Figure 33 presents the implementation of Handler which is created for each client to classification and processing requests. Note that the appropriate buffer is checked when receive the request using Buffer class.
Appendix B: Work flow

This appendix describes the main phases in research project.

![Flowchart showing the work flow phases]

**Figure 34: work flow phases**

As seen in Figure 34, Determine the concepts of the proposed model is the first phase in this research which is mentioned in chapter 3 with details. Then the proposed model is formally specified using the $\pi$-calculus in early stage of models design which is presented in details in chapter 4. Java programming language was chosen for implementation more details are provided in chapter 5. Finally, the experiments cover a wide range of input parameterizations to demonstrate performance metrics in chapter 6.
Appendix C: Arrival rate in random and burst cases with different buffer's size

This appendix shows the relation between two different types of traffics: random and burst when the buffer size increased. This tradeoff is worth considering to adjust the best size of the buffer.
Figure 35 presents the obtained arrival rate in two cases – random and burst – when the buffer size is set to 1, 10, 50 and 100. It shows that when the size of the buffer increases, the arrival rate of random and burst traffic becomes similar. Note that when the buffer's size increases, the burst traffic will absorb by the large buffer therefore, it is sufficient to get good performance.
In addition, figure 35 shows that the generated requests becomes faster with small size of buffer due to rejected requests.
Appendix D: Adjustments buffer size and arrival rate

This appendix presents the multiple adjustments to set the best size for the buffer. One of the performance metrics is chosen to see the effect of different buffer sizes on obtained results.

![Arrival rate with different buffer size](image)

**Figure 36: Buffer's size and arrival rate**

The buffer's size is set to 1, 10, 50, 100 and 200 and at each point the arrival rate is calculated. Figure 36 shows that when the buffer's size is set to 1, it gives a high arrival rate due to the high percentage of dropped requests. Then, when the size becomes 10, it also gives a high arrival rate and this size leads to high dropped requests as well.
Figure 36 does not show clearly the arrival rate when the buffer's size is set to 50, 100, and 200 due to the small arrival rate compared with the previous sizes of 1 and 10. In order to show the different arrival rates in cases of 50, 100, and 200, Figure 37 is presented.

As shown when the buffer's size sets to 200, the arrival rate decreases due to long round trip time for request thus will delay to generate the next one. In addition, the response times for lower priority requests increase due to long waiting time that spend to process all high priority requests in their buffer.

Figure 37 shows that the best buffer size is 100 because it gives an acceptable arrival rate and lower rejected requests. Therefore, it gives better results because there are enough places to accept incoming requests and this brings balance to the obtained results during the simulation.
Appendix E: Timeout for low priority requests

In this Appendix, timeout for low priority requests is considered to reduce the waiting overhead which is produced in low priority fair model. Timeout value for maximum waiting is set to be 5 s. If this timeout expires, the request is processed.

Figure 38: Timeout Performance
As seen in Figure 38, with timeout the arrival rate is higher because the time of waiting loop decreased and this effect on the requests generation speed.

In addition, for the throughput is similar in the two cases. Figure 38 shows that with timeout for browse requests, the response time is lower. However, the rejected requests is higher consistent with the response time.

In summary with timeout it gives better results because it reduces the obtained response time and generate more requests. Note that the timeout value effects on the response time.