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Abstract
The implementation of an intelligent powertrain health management relies on robust prognostics 
modelling. However, prognostic capability is often limited due to unknown future operating condi-
tions, which vary with duty cycles and individual driver behaviors. On the other hand, the growing 
availability of data pertaining to vehicle usage allows advanced modelling of usage patterns and 
driver behaviors, bringing optimization opportunities for powertrain operation and health manage-
ment. This article introduces a methodology for driving behavior modelling, underpinned by Machine 
Learning (ML) classification algorithms, generating model-based predictive insight for intelligent 
powertrain health management strategies. Specifically, the aim is to learn the patterns of driving 
behavior and predict characteristics for the short-term future operating conditions as a basis for 
enhanced control strategies to optimize energy efficiency and system reliability. A case study of an 
automotive emissions aftertreatment system is used to comprehensively demonstrate the proposed 
framework. The case study illustrates the approach for integrating predictive insight from ML 
deployed on real-world trip behavior data, in conjunction with a reliability-based model of the 
operational behavior of a particulate filter, to propose an intelligent active regeneration control 
strategy for improved efficiency and reliability performance. The effectiveness of the proposed 
strategy was demonstrated on an industry standard model-in-the-loop setup with a representative 
sample of real-world vehicle driving data.

© 2023 The Authors. Published by SAE International. This Open Access article is published under the terms of the Creative Commons 
Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits distribution, and reproduction in any medium, 
provided that the original author(s) and the source are credited.
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1. �Introduction

The automotive market has seen significant transforma-
tions over the past 50 years, substantially influenced 
by fast technology developments in electronics, 

software, and networks. From a powertrain perspective, 
growing system complexity introduces new challenges. The 
vehicle is made up of several thousand physical parts/compo-
nents, which interact dynamically in diverse conditions to 
deliver the functional requirements of the system. An unex-
pected breakdown can affect customer satisfaction and under-
mine the credibility of the automaker. According to Holland 
[1], quality and reliability account for 38-41% of the overall 
vehicle customer satisfaction; therefore, a sharper focus on 
integrated vehicle health management (IVHM) is needed to 
en ha nce dependabi l it y  to meet  t he g row ing 
customer expectations.

The IVHM approach is the current state of the art in the 
field of health management in complex systems [3]. The IVHM 
concept was originally developed by the aerospace industry 
with significant contributions from NASA and Boeing [4]; 
however, later application was found in other sectors, including 
energy [5], maritime [6], manufacturing [7], and automotive 
[8]. Although IVHM is an integrated approach, where the 
vehicle is considered as a whole [3, 9], it still requires robust 
health assessment on lower system levels, including compo-
nents. The recently introduced aerospace and automotive 
recommended practice JA6268 [10] is targeted at components 
and subsystems, which have been augmented to monitor and 
report their own health, enabling further integration into 
vehicle- or platform-level application.

In practical terms, this can be achieved through enhanced 
system diagnostics and prognostics. The recent proliferation 
of sensors connected through the Internet of Things (IoT) 
increases vehicle interconnectivity with the environment and 
offers new opportunities in the field of health management. 
On the other hand, this growing volume of collected data is 
currently not utilized efficiently: the automotive industry 
spends 50 billion euros every year to collect and save such 
data which are not used later [2]. The potential of real-time 
monitoring data is currently not fully exploited for health 
management as it is often limited to diagnostics for offline 
intervention (as maintenance/repairs), with limited online 
proactive health management actions. Increasingly, the vision 
for IVHM seeks to optimize the performance of the system 
and maintain optimal levels of performance in operation, and 
not only to predict and mitigate actual faults and failures. This 
approach is underpinned by online data-driven diagnostics 
and prognostics modelling, which has become a very active 
area of research.

While good progress has been made with the develop-
ment of online diagnostics for automotive propulsion systems 
and components, in particular for emissions compliance 
monitoring and more recently for battery electric vehicles 
state of health monitoring, methodologies and examples for 
advanced prognostics and intelligent health management of 
propulsion systems are limited. The objective of the research 

underpinning this article is to address this gap by proposing 
a comprehensive framework for intelligent IVHM strategies.

A main challenge with robust prognostic modelling of 
propulsion systems is the limited predictive insight on future 
operating conditions. The automotive field is more difficult in 
this respect compared to many other industries as future usage 
depends not only on duty cycles but also on driver behavior 
patterns. The approach introduced in this article centers on a 
classification machine learning (ML) approach for driving 
behavior modelling, covering both duty cycles and driver 
behavior, based on data collected from car journeys. The 
predictive insight derived from the ML models is then used 
for short-term prognostics based on the current state of the 
system (diagnostics) and progression expected within the next 
journey or series of journeys. This supports the development 
and implementation of optimal IVHM strategies based on 
intelligent propulsion systems control strategies.

To provide a comprehensive illustration for our proposed 
approach, we consider the case study of an emissions after-
treatment system—the diesel particulate filter (DPF). 
We introduce a reliability state-based paradigm to model the 
operation of the DPF, with the active regeneration event 
construed as health management intervention. A revised DPF 
control strategy is proposed, underpinned by predictions from 
the driving behavior ML model, trained and validated with a 
large data set of real-world driving. The validation of the 
proposed intelligent DPF control strategy is based on an 
industry standard model-in-the-loop simulation.

The article is structured as follows: Section 2 provides a 
comprehensive review of related work on diagnostics and 
prognostics; Section 3 introduces the proposed methodology 
for driving behavior modelling; Section 4 introduces the DPF 
case study, and the proposed intelligent DPF control strategy 
based on the reliability states-based model with ML predictive 
driving behavior input; Section 5 presents the results and 
analysis of the ML driver behavior modelling and perfor-
mance evaluation for the proposed intelligent DPF health 
management strategy, followed by a discussion and conclusions.

2. �Review of Related 
Literature

2.1. �Diagnostics and 
Prognostics Challenges

Integrated vehicle/system health management (IVHM/ISHM) 
framework became an application of open system architecture 
for condition-based maintenance [11, 12] in a more complex 
system of systems engineering [13, 14]. Although IVHM is 
described as an integrated approach, where the vehicle is 
considered as a whole [3], it still requires robust health assess-
ment at a component/subsystem level to feed the integrated 
vehicle- or platform-level applications, as suggested in the 
SAE JA6268 standard [10]. The main IVHM development steps 
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have been discussed by Larsen et al. [15], emphasizing the 
implementation reliance on real-time diagnostics and prog-
nostics. Diagnostics is associated with the current health state 
estimation, while prognostics extends to the evaluation of the 
remaining useful life (RUL) [16]. In modelling terms, health 
state is usually expressed as a measure of the accumulated 
damage [17], where 0 indicates the best health condition and 
1 stands for a failure threshold (worst health condition).

In general, diagnostics is a more mature field in compar-
ison to prognostics, which remains a challenging area of study. 
However, since prognostics also rely on diagnostics output 
[18], challenges of both can be discussed within an uncertainty 
context, as illustrated in Figure 1. Uncertainties affect the 
robustness of RUL estimation, but it is important to under-
stand that they always exist as they are an integral part of the 
modelling process. Sources of uncertainties arise from various 
factors and have been widely discussed in the literature [19, 
20, 21, 22], including inaccuracies in measurements and sensor 
noise, manufacturing variations, operating environment, 
unknown future operating load, material properties, piece-
to-piece variation, etc. In general, sources of uncertainties can 
be classified into aleatoric (arise from inherent variability) 
and epistemic (arise due to lack of knowledge) [23, 24]. 
Sankararaman [25] discussed uncertainty sources from a 
degradation modelling perspective and combined them into 
four main categories:

•• Present uncertainty—related to the precise estimation of 
the component/system current health state based on the 
direct damage measurements or estimation using 
filtering techniques.

•• Future uncertainty—probably one of the most significant 
sources of uncertainty coming from unknown future 
operations, including loading and 
environmental conditions.

•• Model uncertainty—relates to the uncertainty associated 
with model parameters, both current and future; if 

model parameters have a bias or are not accurate 
(underfitting or overfitting), then there will 
be discrepancies between the model predictions and 
actual RUL.

•• Modelling method uncertainty—describes the combined 
effect of all uncertainties together. Even with the 
assumption of all the above uncertainties can 
be precisely calculated, their combined effect needs 
investigation. This creates additional uncertainty as 
precisely deriving the overall uncertainty effect is a 
significant challenge.

The source of present uncertainty is more significant 
when damage cannot be inferred directly, which is a common 
challenge in engineering applications. In an approach to 
overcome this, indirect sensor measurements of other physical 
properties around the system are correlated with the accu-
mulated damage [15, 26, 27]. As an example, a prototype for 
oil pump diagnostics was proposed based on available sensor 
data across the engine, considering a model-based hierarchical 
system decomposition [28]. However, even if direct measure-
ments are available, the robustness of the current health state 
estimation is still affected by sensor fidelity [22], where 
measurement noise can be caused by electrical interference, 
digitization error, sensor bias, dead-band, backlash, and 
nonlinearity in the response [19].

Prognostics modelling capabilities are often limited by 
unknown future operational conditions, which are described 
in the literature as the most significant source/factor of 
uncertainty. In terms of life modelling, they result in future 
uncertainty, which represents failure time in probabilistic 
terms. As a result, many of the existing approaches are 
limited by steady-state conditions. For example, Eker et al. 
[29] integrated physics-based model with Particle Filter to 
predict future filter clogging levels. Rebello et al. [30] applied 
Dynamic Bayesian Network for chemical plant reliability 
modelling. Cheng et  al. [31] combined Support Vector 
Machine (SVM) with particle filter for proton exchange 

 FIGURE 1  Uncertainty quantification in prognostics modelling.
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membrane fuel cell RUL computation. However, automotive 
operating conditions are subjected to much more transients, 
which vary from duty cycles as well as depend on individual 
driver behavior habits. Altogether, this makes future vehicle 
operating conditions much more uncertain and produces 
further modelling challenges. The work presented in this 
article makes the argument that uncertainty around failure 
time may be significantly reduced through driver behavior 
modelling. In the reviewed literature, driver behavior model-
ling is mostly focused on driver identification. For example, 
Marchegiani and Posner [32] applied SVM for driver behavior 
modelling based on the rate of acceleration and braking. 
Wang and Ho [33] used Deep Neural Network modelling for 
specific driver identification based on maneuver classifica-
tion. In this research, the problem is analyzed from a different 
angle and assumes that future operating conditions may 
be abstracted from accurately classified trip types. Therefore, 
the next section contains a review of data-driven approaches, 
which may be  considered for the driver behavior 
modelling challenge.

2.2. �Data-Driven Modelling 
Approaches

Data-driven modelling can be implemented with statistical 
(or empirical based) and ML approaches. Statistical (or empir-
ical based) methods attempt to fit the empirical model as close 
as possible to the collected data to characterize the degrada-
tion process, ignoring any physics principles [27]. To do so, 
no training and testing data sets are required as the model is 
evaluated based on the significance and robustness of model 
parameters. Although such models can be  used to make 
predictions, the main purpose is characterizing the relation-
ship between variables, known as statistical inference [34]. 
Uncertainties caused by temporal variability, unit-to-unit 
variability, nonlinear variability, and measurement variability 
are represented using model parameters, which can be later 
updated using condition monitoring data [35]. Commonly, 
according to observations from measurements, the RUL 
prediction result is illustrated as a conditional probability 
density function (pdf) [36].

In contrast to statistical models, ML models prioritize 
prediction accuracy over interpretability and can be unsuper-
vised and supervised. Unsupervised techniques are designed 
for unlabelled data sets to learn and identify patterns, where 
clustering [37], pattern recognition [38], and principal compo-
nent analysis [39] are the most commonly used methods. 
Supervised learning uses labelled data sets to train algorithms 
and can be used for classification and regression problems. 
The first is aiming to predict a label class while the second is 
about predicting the actual quantity. The key and the most 
common supervised training approaches are described below; 
however, a more detailed review can be found in Si et al. [36], 
Ye and Xie [40], and Lei et al. [41], who also described autore-
gressive models, random coefficient models, Wiener process 
models, gamma process models, inverse Gaussian process 
models, Markov models, and proportional hazard models.

A decision tree is a supervised learning algorithm mainly 
used for classification purposes [42]. During the training, data 
are continuously split according to defined parameters [43] 
to represent the predictive model with a tree, which consists 
of nodes (attributes in a group that is to be classified) and 
branches (values that a node can take) [44]. The power of a 
decision tree model is the ability to break down effectively a 
complicated decision-making process into a set of simpler 
decisions, providing a white-box model solution for easier 
interpretation [45]. Some other advantages include relatively 
low computational cost, resilience to incomplete/missing data, 
and the ability to be combined with other decision models 
[46, 47]. However, their application may be limited by known 
challenges including instability, poor performance with 
imbalanced data, and relatively low accuracy in comparison 
to other methods.

Linear discriminant analysis is another supervised 
training method, which separates classes of objects using a 
linear combination of features. It assumes that predictors 
follow the mixture of Gaussian distributions [48], and covari-
ance in each class is the same [49]. The main challenge comes 
if classes are nonlinearly separable, and data has a small 
sample size [50]. However, the sample size problem can 
be  partially compensated with data regularization [51], 
subspace method [52], or null space approach [53]. Hard model 
interpretation and sensitivity to noise are other drawbacks of 
discriminant analysis [54].

The Naïve Bayes is a probabilistic classifier technique, 
which is more efficient with high-dimensional data sets [55]. 
This model is widely used due to its simplicity and can also 
be easily updated with new data on the go. The main advan-
tages are low requirements in training data sample size and 
low computational load [56]. However, the assumption of 
independent predictors, which is almost impossible to satisfy 
in real-world applications, is the main drawback of Naïve 
Bayes [57]. Various techniques were developed to overcome 
this limitation [58]. Another significant disadvantage is that 
this model is unable to make predictions on new observations, 
which were not in the training data set.

The SVM learning technique works on the principle of 
margin calculation, aiming to maximize the distance between 
the margin and the classes [42]. Its popularity comes with 
versatility, making it suitable for a wide range of problems. 
The technique has a lower risk of overfitting, is efficient with 
nonlinear data, and works well with small sample sizes. 
Nevertheless, for nonlinear applications, this model is very 
sensitive to hyperparameters, and their inaccurate choice can 
affect performance [59]. SVMs are criticized for computational 
intensity and memory requirements. Like many other 
approaches, SVMs are treated as black boxes, which are hard 
to interpret.

The K-nearest neighbors (k-NN) algorithm is a nonpara-
metric classification algorithm. It stores all training data and 
assigns a new observation to the class of the nearest set of 
previously labelled points [60]. Euclidean distance is the most 
common and efficient measure to compute the distance, 
although other measures are also available [61]. The method 
is good for multimodal classes and data sets with joint 
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distributions. Performance is susceptible to selecting the most 
suitable value of “k” and varies according to the data sample 
size. Overall, k-NN has lower computational efficiency due to 
the lazy learning approach [49].

Ensemble learning is a combination of individual learners 
to enhance overall performance [62]. Sagi and Rokach [63] 
have reviewed and compared various ensemble learning 
methods, including AdaBoost, bagging, random forest, 
random subspace methods, gradient boosting machines, 
error-correcting output codes, rotation forest, extremely 
randomized trees, and stacking. Out of all methods, boosting 
approach attracts particular attention due to its efficiency with 
highly imbalanced data [64]. This is achieved through the 
conversion of multiple weak learners into a single composite 
robust classifier [65]. Moreover, boosting is also a reliable 
method that easily avoids model overfitting. RUSBoost is 
treated as the most powerful algorithm in its class, which is 
built on SMOTEBoost [66] and AdaBoost [67] algorithm prin-
ciples, but reports improved performance and lower compu-
tational load along with overall simplicity.

Artificial neural networks (ANNs) are computing 
systems based on the neuronal structure, where the 
processing method received inspiration from biological 
neural networks [68]. The technique has an advantage over 
some conventional methods, which are limited by strong 
assumptions of normality, linearity, variable independence, 
etc. [49]. ANNs can capture complex relationships in 
nonlinear and dynamic problems; however, its interpretation 
is almost impossible. They are also more robust in relation 
to incomplete/missing data. A complete structure of a 
conventional ANN includes at least three different layers: 
the input, the hidden, and the output [69], where each layer 
consists of a certain number of neurons interconnected with 
all the neurons in the next layer [70]. The challenge is to 
determine the size of the hidden layer as underestimation 
can result in poor accuracy, whereas overestimation is likely 
to cause overfitting [49].

The methods discussed so far belong to the shallow 
learning family. The term “deep learning” is used for a branch 
of ML algorithms with a higher level of complexity. The 
backbone is represented by neural networks, which normally 
have a much higher number and larger size of hidden layers 
in comparison to shallow ones. The main deep learning-based 
techniques are Deep Convolutional Neural Network, Deep 
Recurrent Neural Network, Restricted Boltzmann Machine-
Based Deep Neural Network, and Autoencoder-Based Deep 
Neural Network [71]. In general, deep learning requires less 
data preprocessing and is able to extract features of interest 
(missed by domain experts) automatically [72]. Deep learning 
provides a significant advantage and outperforms shallow 
learning techniques when larger amounts of data are available 
[73]. However, this comes at a cost of computational intensity 
compared to other methods [74, 75].

In practical terms, there is no immediate conclusion on 
which algorithm is expected to be the most suitable for a driver 
behavior problem. However, the development of predictive 
models for practical automotive applications should consider 
electronic control unit (ECU) computational power and 

memory limitations [76], which create limitations for deep 
learning approaches. On the other hand, hardly interpretable 
black-box approaches may be hard to accept by the industry 
for real-world deployment. In such realities, decision trees, 
which work as a white-box model solution, have relatively low 
computational cost, are resilient to incomplete/missing data, 
and are able to be combined with other decision models [46, 
47], can be  an attractive modelling method for an 
industrial application.

3. �Proposed Methodology 
for Driver Behavior 
Modelling for Health 
Management 
Applications

From a reliability perspective, the interest in driver behavior 
modelling is to predict upcoming vehicle usage in order to 
anticipate the progression of damage accumulation, evaluate 
RUL, and support proactive repair action decisions and 
planning. In practical terms, this helps to understand how 
many journeys (or kilometers) a vehicle can do until repair 
action is required, as a basis for optimizing the powertrain 
availability, durability, and overall operational costs. Therefore, 
the damage accumulation σ process can be discretized in 
relation to journeys j as illustrated in Equation 1.

	 � � �� � ��0
i

i ij� 	 Eq. (1)

where σo denotes the initial damage at the start of the opera-
tional cycle (i.e., new or after a repair action), �σ i  defines the 
average damage accumulation rate for the journey index i, 
and ji represents time-series metric (such as distance, time, 
etc.) of the journey i. Given that journey types can be different 
in terms of damage severity, modelling future usage can 
significantly increase confidence in RUL estimation. Figure 
2 provides visualization for the damage accumulation predic-
tion problem for an intelligent health management context. 
The current health state estimation is uncertain due to sensing 
uncertainty and/or cumulative errors in model-based estima-
tion approaches. This uncertainty feeds into the RUL predic-
tion modelling, which needs to evaluate the safety of 
completing future journeys without reaching a critical failure 
threshold or state. Mitigating actions for health management 
includes not only maintenance interventions but also active 
powertrain control strategies for self-healing. Therefore, prog-
nostics is important for optimizing online powertrain 
control strategies.

The proliferation of IoT technologies in vehicle and 
powertrain applications supplies a growing amount of real-
world driving data from real-time vehicle communications 
(such as Data over the Air) to be used for gaining a better 
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understanding of vehicle usage patterns and drive cycles in 
order to enhance control strategies for personalized powertrain 
health management and a better user experience.

In this research, the proposed driver behavior modelling 
methodology is underpinned by historical vehicle trips to 
learn the usage pattern and come up with a predictive model, 
which is suitable for real-time predictions. While in the 
reviewed literature, driver behavior modelling is mostly 
focused on driver identification, in this research the problem 
is analyzed from a different angle and hypothesizes that future 
operating conditions may be abstracted from the classification 
of historic journey types and observed behaviors. Figure 3 
provides an illustration of the proposed approach. The infor-
mation from vehicle usage records of historical trips for a 
particular vehicle can be classified into journey parameters 
(generic records from each trip) and driver behavior charac-
teristics collected during the journey (such as a measure of 
aggressiveness and average speed). At one level, modelling 
can be purely based on journey parameters; however, driver 
behavior characteristics provide essential additional informa-
tion to improve the predictability of damage accumulation 
and feasibility of active health management interventions.

As discussed in the critical review of literature on data-
driven models (Section 2.2), there is no immediate answer on 
which classification algorithm is the most suitable. In general, 
decision trees can be attractive and perform as a white-box 
model, and have a relatively low computational cost. On the other 
hand, boosting techniques can outperform with imbalanced 
data sets. Therefore, for the purpose of this study, we considered 
to test the main ML algorithm families with demonstrated merit 
in a wide range of similar problems, including Decision Trees, 
Logistic Regression, Linear Discriminant Analysis, SVM, k-NN 
Classifier, and Neural Networks.

Although computational requirements depend on the 
choice of algorithm for model training, it is worth mentioning 
that using averaged trip summary also aims to reduce the load 
for real-time automotive ECU calculations. Therefore, the 
outlined concept is designed to be suitable for real-world appli-
cations. On the other hand, assuming that data can be sent 
over the air, training can be performed on a remote server, 
which can be an alternative solution. In both cases, models 
can be periodically updated (the frequency of such updates 
comes from the requirements defined by the field of applica-
tion) and kept up to date once new usage records are available.

 FIGURE 2  The role of driver behavior modelling in damage accumulation problems.
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 FIGURE 3  Proposed driver behavior classification modelling concept.
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4. �Case Study

4.1. �DPF Background
Using a DPF in an aftertreatment system is an efficient way 
to meet the latest vehicle emission legislations, which are 
becoming stringent every year. Ceramic wall-flow monoliths 
remain to be the most common solution for removing particu-
late matter (known as soot particles) from the exhaust flow, 
produced as a result of fuel combustion. Figure 4 illustrates 
real-world usage cycles where the mass of trapped particles, 
annotated by pattern (i), is proportional to the backpressure 
increase in the exhaust system, which negatively affects the 
engine operation [77]. The soot mass can also decrease (ii) if 
the exhaust gas temperatures are high enough to cause a 
passive regeneration (also referred to as “spontaneous”) [78]. 
In addition, the filter requires periodical active regeneration 
[79], which is triggered by raising the exhaust gas temperature 
using fuel post-injection to burn particulates and restore the 
filter (iii). The triggering decision is based on a soot mass value, 
indicating the filter is close to the critical load. Failure to 
deliver this function on time may result in a soot overloading 
failure mode [80] triggering limp mode activation, as any 
further attempts to regenerate can damage the catalyst as well 
as the other systems [81].

However, a successful regeneration requires around 10-15 
minutes of driving under certain conditions to ensure that a 
sufficient mass flow of gas at the required temperature is 
passed over the DPF. If the journey is not long enough, this 
causes an interrupted regeneration process (iv), reflecting on 
the overall cost function of the regeneration process [82]. In 
simple terms, the cost of regeneration (C) can be defined as

	 C C Cwp reg� � 	 Eq. (2)

where Cwp defines the cost of DPF warm-up (reach target 
temperature to initiate soot burning) and Creg is the cost of 
regeneration itself (maintaining temperature to allow soot 

burning). Given that the system may have multiple attempts 
to regenerate, and the cost is associated with the amount of 
fuel injected, the cost of regeneration CRPC per cycle can 
be written as

	 C FC d FC dRPC
i

k

wp wp reg regi i i i
� � � �� �

�
�

1

� � 	 Eq. (3)

where k is the number of attempted regens, i represents the 
journey index, FC wp

⋅  is the average fuel consumption during 
the warm-up state, FC reg

⋅  is the average fuel consumption 
during the regeneration state, and dwp and dreg stand for the 
duration of warm-up and regeneration, respectively. Strictly 
speaking, the mathematical formulation can be simplified to 
the fact that interrupted regenerations decrease fuel efficiency 
and, therefore, such events should be  minimized where 
possible. The argument taken in this work is that data-driven 
techniques for driver behavior modelling can be  used to 
provide predictive insight for control strategy enhancement 
and optimization.

4.2. �Problem Statement
The literature defines two strategies for active regeneration: 
time based and threshold based [83]. The first strategy is based 
on elapsed engine operating hours, which can be  varied 
depending on the usage profile. The control strategy consid-
ered in this study is based on the second approach, which is 
based on a predefined soot mass threshold limit. In the context 
of powertrain health management, the amount of accumu-
lated soot, known as particulate matter, is associated with the 
current health state of the DPF. Soot mass is commonly 
inferred from a combination of sensing (using fitted measure-
ment equipment) and model-based approach (underpinned 
by mathematical modelling).

The differential pressure sensor monitors the exhaust gas 
flow backpressure increase across the DPF, which is correlated 
with the amount of soot. However, it may lack accuracy in the 
case of insufficient mass flow rate. In addition, uncertainties 

 FIGURE 4  Real-world soot accumulation process.
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 FIGURE 5  Driver behavior uncertainties within the DPF soot accumulation process.
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also arise from the size of particulates, which can have a 
significant impact on the pressure drop [84]. Recent studies 
report the overall onboard diagnostics index error around 
±28%, which is expected to be higher at excessive transients [85].

The model-based approach is based on modelling of the 
combustion process with the attempt to account for the 
in-cylinder soot formation factors—both static (e.g., combus-
tion chamber design, air induction, and fuel injection design 
parameters) and dynamic parameters (either global engine 
parameters, like engine speed and torque demand, or state-
based combustion control parameters, the fuel chemistry, as 
well as the combustion thermodynamics and reaction kinetics, 
post-combustion factors) [86]. It also includes the modelling 
of the processes in the exhaust aftertreatment systems to 
account for the soot regeneration processes—both passive and 
active [87]. Thus, the model-based approach is affected by 
uncertainty in other sensors and also the modelling method 
uncertainty, which is based on stored models—embedding 
modelling uncertainty—and assumptions about the dynamic 
stochastic behavior. The modelling errors are more significant 
during transient states, which is the main drawback of the 
model-based approach.

From a reliability perspective, the soot accumulation 
process in the DPF can be regarded as a “damage accumula-
tion” process by adapting Equation 1:

	 m m m d
i

i i� � ��0 � 	 Eq. (4)

where m is the current soot load (in grams) in the DPF, m0 is 
the soot mass at the beginning of the cycle (initial soot mass), 
�mi is the average soot rate for the journey i, and di is the 

duration of the journey i. The system is repairable through 
thermal regeneration; however, the success of operation 
depends on the journey type. The current DPF health manage-
ment is based directly on diagnostics, which is about predicting 
the current soot loading m. In operational terms, it means 
that maintenance action (i.e., regeneration) is needed once the 
predefined threshold is reached. However, since both estima-
tion approaches (sensor and physics based) are affected by 
uncertainties, the soot mass threshold for active regeneration 
triggering is lowered for safety reasons to avoid potential soot 
overloading failure mode. Moreover, inaccuracies in estima-
tions can cause “underloading”, resulting in unnecessary DPF 
regenerations [78]. Therefore, research efforts are targeted to 
deliver further system optimization. For example, in a recent 
study, Barba et al. [88] presented a methodology focusing on 
a more reliable engine-out soot mass simulation approach. 
Dawei et al. [89] proposed a new method for DPF regeneration, 
underpinned by a mathematical model for more accurate 
regeneration timing and temperature control. Castellano et al. 
[90] introduced a novel adaptive control strategy for tempera-
ture control using fuel post-injection, which reports an 
improvement in regeneration quality. Hopka et al. [91] used 
Global Positioning System (GPS) route destination informa-
tion for smart DPF regenerations. However, all the reviewed 
research work also revolves around diagnostics, while benefits 
associated with prognostics modelling are not fully revealed.

From a control strategy viewpoint, prognostics is associ-
ated with predicting possible future system scenarios, as illus-
trated in Figure 5. This becomes especially relevant once soot 
mass (whose accuracy is uncertain as discussed before) reaches 
a predefined threshold and regeneration is requested. The 
success of the maintenance process to restore DPF loading 
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depends on the type of the journey, which, in simple terms, 
from a user perspective, can be associated with the journey 
duration that needs to be long enough to allow complete soot 
burning. Shorter journeys can cause further soot growth in 
case regeneration is not triggered, which happens if the 
journey duration is not long enough to meet suitable condi-
tions di + n < twarm up. The partial soot burning occurs if the 
regeneration process is triggered but the journey duration 
does not allow to complete the process of burning completely 
di + n < treg, resulting in process interruption. These occasions 
are illustrated as possible Regeneration scenarios 1 and 2. To 
maximize the system efficiency, Scenario 2 should be replaced 
with Scenario 3 (full regeneration) wherever possible. 
However, future operating conditions are fully uncertain, 
which leads to interrupted regenerations. According to the 
real-world DPF usage data, on average approximately four 
attempts are required in each accumulation cycle until the 
complete DPF regeneration occurs.

This study introduces an intelligent DPF control strategy 
to reduce carbon dioxide (CO2) and operational costs and 
enhance reliability. In our previous work [92], a knowledge-
enabled framework was introduced to improve system state 
predictability and avoid early regenerations caused by diag-
nostics inaccuracies in current soot load estimation. This 
study extends the previous to driver behavior modelling in 
order to predict the type of upcoming trip and choose an 
optimal journey, which satisfies the duration requirements 
for a successful/complete DPF regeneration. Figure 6 summa-
rizes the generic method to predict expected vehicle usage 
with a data-driven modelling approach. First, data is subjected 
to cleaning, preprocessing, and transformation depending on 
the use case scenario and also the requirements for the ML 
training algorithms. The vehicle trip history database is regu-
larly updated with new usage records, maintaining the data-
driven model up to date depending on the current usage 
profile. The model itself aims to predict the type of the 
upcoming journey and, hence, abstract future operating 
conditions, which are then fed into a decision block.

4.3. �Intelligent DPF Health 
Management

The philosophy of intelligent regeneration strategy under-
pinned by driver behavior modelling assumes to attempt 

a regeneration only when a long enough journey is 
predicted. In the context of data-driven modelling, this 
simplifies the challenge of thebinary classification problem, 
as shown in Equation 5:

	 Y
if Y X minutes

if Y X minutes
i

i cr

i cr

� �
�
�

�
�
�

0

1

,

,
	 Eq. (5)

where 0 stands for short journeys, 1 represents journeys 
capable to deliver successful regeneration, and Xcr is a critical 
value defining the time required to complete the DPF repair 
process. Although Xcr can be approximated, the actual regen-
eration duration is not fixed and may vary approximately 
between 10 and 20 minutes, depending on the duty cycle. This 
is illustrated in Figure 7, noting differences between different 
regeneration cycles in trip duration requirements, which were 
normalized for confidentiality reasons. In practical terms, the 
expected regeneration duration is known from input param-
eters at the start of regeneration (such as emission temperature 
and current driving conditions). Therefore, this challenge can 
be addressed by using multiple driver models with different 
duration thresholds to cover the whole spectrum of regenera-
tion cycles. However, for the sake of concept demonstration 
and simplicity, this assumes that duration is fixed in all cases 
and uses Xcr threshold to cover a vast majority of cycles.

However, a sequence of short trips with postponed 
regenerations can incur the risk of reaching a critical soot 
load state. To ensure system reliability and avoid potential 
soot overloading problem, an additional safety layer is added 
to the control strategy, illustrated as a DPF warning load 
(State 4) in Figure 8.

The primary aim of State 4 is to control the soot limits 
when the system allows reference to the driver behavior model. 
Figure 9 explains the flow of logic for the proposed intelligent 
DPF health management strategy. Soot mass is regularly 
updated and keeps accumulating while the DPF is in State 1 
or State 2. Regeneration is requested in State 3, where an algo-
rithm refers to a trip prediction model to find a suitable 
journey based on the duration criteria and burn the soot. In 
the case of successful regeneration, the DPF returns to State 
1, and a new soot accumulation cycle begins. However, if the 
DPF has reached State 4, regeneration is attempted despite the 
model prediction, assuming that partial regeneration is better 
than State 5 with a forced regeneration requirement.

 FIGURE 6  Proposed data-driven modelling for DPF health management optimization.
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 FIGURE 8  DPF state-based control.
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 FIGURE 7  Normalized duration for DPF regeneration cycles.
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 FIGURE 9  Proposed intelligent DPF health management framework.
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The proposed health management strategy is expected to 
reduce the number of interrupted regenerations against the 
current strategy, where regenerations are always attempted 
once State 3 is reached. In the next section, method efficiency 
is validated via the simulation of a real-world data.

5. �Results and Analysis

5.1. �ML for Driver Behavior 
Modelling

A sample of historical real-world driving journeys, collected 
as data over the air was available for this study. The data 
covered journeys of 100 individual vehicles (family-type 
passenger cars, such as sedans and crossovers) over a period 
of 3 to 4 months of driving, including the history of journeys 
as a statistical summary for each trip. Each record in the data 
set described a journey from point A to point B, as illustrated 
in Figure 10. This included higher-level journey parameters 
(such as journey time stamp, which can be used to extract the 
day of the week and calculate duration), and also driver 
behavior features. Driver behavior features included a set of 
parameters, which depend on the way the car is driven 
(including, e.g., the averaged fuel consumption and metrics 
of driver aggressiveness). Given that triggering regeneration 
requires meeting certain driving conditions, driving statistics 
from the first minutes of the journey (i.e., before regeneration 
decision is made) can be used to enhance journey predict-
ability. The sample size was variable with regard to the number 
of recorded journeys in the observation period and contained 
an average history of 500 to 700 trips per vehicle.

The data preparation for the ML process flow included 
several steps. First, data were subjected to cleaning and 
preprocessing to satisfy data quality requirements This 
included identification of missing values, as well as outliers—
as values outside the expected range. Such removal was based 
on engineering judgment, e.g., deleting negative values for 
the duration or abnormally high spikes due to sampling 
error. In the next step, the binary transformation was applied 
for the variable of interest from a prediction point of view 

(i.e., journey duration), based on Equation 3. However, since 
customers tend to run short journeys more frequently, the 
applied binary transformation is causing data imbalance for 
some of the vehicles, which is known to cause difficulties for 
ML training algorithms. Moreover, standard accuracy 
measures to evaluate algorithm performance may be inef-
ficient here as it is biased toward the majority class [93]. 
Normally, Fβ is applied as a better measure of accuracy [94]; 
however, it has limitations when comparing models with 
different rates of imbalance. Since there are 100 separate 
models (and the rate of imbalance for each vehicle is different, 
which can also be for both classes since there are 100 separate 
models), Fβ is also not an efficient measure to allow fair 
comparison between vehicles. Therefore, classification 
accuracy has been inferred by taking the average between 
the rate of true positives over false negatives and the rate of 
true negatives over false positives, also known as balanced 
accuracy [95]:

	 Accuracy measure
TP FP

�
�
2

	 Eq. (6)

where true positives (TP) and false positives (FP) represent 
model prediction confusion matrix components. Figure 11 
illustrates the model validation confusion matrix for a 

 FIGURE 10  Setting up a data-driven model.

©
 T

he
 A

ut
ho

rs

 FIGURE 11  Confusion matrix.
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classification ML model (Decision Tree in this case) for a 
randomly selected vehicle. It is important to note that from 
the regeneration optimization viewpoint, the priority is to 
reduce the rate of false positives, which, in the first instance, 
leads to interrupted regenerations. On the other hand, false 
negatives are also undesirable, but such cases are treated as a 
missed opportunity to regenerate, while the primary aim is 
to minimize interruptions.

Table 1 presents the average trip modelling classification 
accuracy results from 100 vehicles across tested ML modelling 
algorithms considered for this study, as discussed in Section 
3. In all cases, 75% of data was used for model fitting and the 
remaining 25% was left for testing on unseen data. The number 
of data rows for training (where each row corresponds to one 
trip) ranged from 300 to 550 (depending on car usage) and 
covered 2-3 calendar months of usage. ML model fitting was 

done using the Statistical and Machine Learning toolbox in 
MATLAB. Based on the results, the RUSBoosted Tree 
Ensemble shows a better performance than the other tested 
algorithms and demonstrated the most accurate results. Such 
an outcome can be also explained by the ability of the algo-
rithm to overcome data imbalance. Figure 12 illustrates its 
validation accuracy for all available 100 vehicles, where an 
average accuracy of 73% has been achieved.

The analysis of model performance suggests that the 
behavior of some vehicles is more predictable (e.g., vehicles 
12, 13, 15, 23, 26, 31, 99 demonstrate an accuracy of around 
90%) than others (e.g., vehicles 9, 90, 81 demonstrate only 
around 60% accuracy). However, considering the mixture 
of drivers and the overall nature of driver behavior model-
ling complexity, the results are auspicious. The main 
outcome is that driving patterns can be leared from histor-
ical data, while the presence of some errors is acceptable. 
From a practical application viewpoint, the RUSBoosted 
Tree model acts as a white-box model, providing a signifi-
cant advantage for real-world deployment. Moreover, the 
algorithm is efficient in terms of computational require-
ments, which make it suitable for integration into the ECU. 
Alternatively, all predictive models can be trained remotely 
on a cloud. In that case, each model can be easily represented 
as a set of rules defining split points and corresponding 
node values.

From a DPF health management viewpoint, the data-
driven models provide input for an intelligent decision as 
outlined in Figure 9. Therefore, the next step assumes valida-
tion of driver behavior models as a part of the DPF optimiza-
tion problem. The aim is to compare the benchmark strategy 
(regeneration is triggered once the DPF reaches State 3) with 
the proposed intelligent strategy, which uses input from the 
driver behavior model to support the DPF regeneration 
decision once State 3 is reached.

TABLE 1 Average performance evaluation for ML algorithms 
on unseen data.

Algorithm tested
Balanced 
accuracy (%)

TP accuracy 
(%)

TN accuracy 
(%)

Decision Tree 68 66 70

Logistic 
Regression

60.5 55 66

Linear 
Discriminant 
Analysis

66 57 75

Support Vector 
Machine

64.5 53 76

k-NN Classifier 61.5 60 63

Neural Network 68 65 71

RUSBoosted Tree 
Ensemble

73 71 75

©
 T

he
 A

ut
ho

rs

Validation accuracy

0 20 40 60 80 100

Vehicle order

50

60

70

80

90

100

A
cc

ur
ac

y 
(%

)

 FIGURE 12  RUSBoosted Tree Ensemble prediction accuracy.
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5.2. �Performance Evaluation 
of the Proposed 
Intelligent DPF Health 
Management Strategy

To evaluate the efficiency of the proposed intelligent DPF 
health management framework, a simulation experiment in 
MATLAB was set up based on the journey history of the 100 
vehicles. A surrogate soot accumulation model was used to 
predict the amount of soot generated per trip. It allowed to 
evaluate the average soot mass rate for each trip using the 
relevant vehicle parameters (i.e., parameters describing engine 
operation and affecting soot accumulation rate) available from 
the summarized trip statistics data set. Soot accumulation 
and regeneration cycles were built based on the sum of soot 
mass in the journey sequence, which is visualized in Figure 
13. First, the model reproduced the behavior of the currently 
applied strategy, which keeps accumulating soot while the 
DPF is in State 1 to State 2 and attempts to regenerate at any 
journey once DPF State 3 is reached. Since data is very limited 
in information about the regeneration process, the following 
assumptions are applied to make the validation process as 
close to real-world behavior as possible:

	 1.	 It is assumed that 4 minutes of driving is required to 
evaluate the suitable conditions to attempt 
regeneration, which has been estimated (based on 
expert knowledge and engineering understanding of 
the system) as an average time to engine warm-up;

	 2.	 Taking the average time to deliver a successful 
regeneration, it is assumed that soot burning rate is 
constant and fixed for all regenerations.

In the next step, the proposed intelligent DPF control 
strategy was simulated, using the algorithm outlined in Figure 
9. For this study, the State 3 to State 4 transition threshold was 

fixed for all simulation runs to an average value between these 
soot levels. Figure 14 illustrates an example of operation based 
on the proposed logic. As in the benchmark strategy, soot 
keeps accumulating until the system reaches State 3, where 
the decision model refers to the trip prediction model to find 
a suitable journey and then complete regeneration. This 
example shows how a sequence of predicted short trips 
postpone regeneration, and soot mass keeps growing, as 
observed by a pattern above the soot mass threshold. Once a 
correctly classified long trip occurs, successful regeneration 
restores the DPF filter back to State 1 (DPF empty) and a new 
soot accumulation cycle begins. However, if there is a long 
sequence of short trips or the model misclassifies long trips 
as short, DPF regeneration will not be attempted until the 
threshold for State 4 is reached—when regeneration will 
be attempted at every journey (Algorithm 1).

The proposed DPF control strategy was tested against the 
default strategy, across the sample of 100 vehicles, using the 
25% of data reserved for validation, i.e., data that was unseen 
for the ML model training. However, since the validation data 
sequence (less than one month for some vehicles) does not 
cover sufficient soot accumulation and regeneration cycles for 
a meaningful validation experiment, the simulation repeated 
three times the journeys in the validation set. This approach 
not only ensured a long enough sequence of journeys but also 
allowed to add variability to DPF accumulation/regeneration 
cycles, as DPF regenerations were requested at different times/
journeys. In effect, this enhanced the robustness of the 
validation experiment.

To evaluate the performance of the proposed DPF control 
strategy, the outputs of the validation simulation experiments 
were compared by taking the difference between the number 
of interrupted regenerations seen in the simulation of the 
proposed strategy versus the default one. Figure 15 presents 
the results of the evaluation, where improvement relates to 
the number of fewer attempted DPF regenerations seen in the 
simulation of the proposed control strategy. The results 

 FIGURE 13  Visualization of the benchmark control strategy.
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 FIGURE 14  Visualization of the intelligent control strategy.
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Pseudo code:

m = accumulated soot mass

d = trip duration 

m = 0

for i = 1: number of available trips 

if DPF in State 1 or State 2

i = +1

elseif DPF in State 3

predict trip duration 

if predicted d(i) < & actual d(i) < 

postpone regeneration

update m

elseif predicted d(i) < & actual d(i) > 

report missed opportunity to regenerate 

update m

elseif predicted d(i) > 15 & actual d(i) > 

report successful regeneration

m = 0

start new cycle

elseif predicted d(i) > 15 & actual d(i) < 

report interrupted regeneration  

update m (consider partial burning)

elseif DPF in State 4

attempt regeneration

if actual d(i) < 

report interrupted regeneration

update m (consider partial burning)

else
report successful regeneration

m = 0

start new cycle

elseif DPF in State 5

request forced regeneration

report incident

m = 0

end

 ALGORITHM 1  Simulation of the proposed DPF regeneration strategy.
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provide conclusive evidence for the performance improvement 
achieved with the intelligent DPF regeneration strategy; as in 
most cases, there has been a reduction in the number of 
attempted regenerations. Across the fleet of 100 vehicles, the 
total number of interrupted events has reduced from 1176 to 
548 cases, which represents a 53.7% improvement. From a 
health management perspective, this improvement will reflect 
not just in fuel economy and CO2 reduction but will also have 
a positive effect on vehicle service interval, given the negative 
impact of attempted DPF regenerations on the oil condition.

However, Figure 15 also shows that for 8 out of 100 
vehicles, a slight decrease in the DPF regeneration perfor-
mance was observed. In all cases this was associated with a 
poor accuracy of the ML model, reflecting less predictable 
driving patterns for those vehicles. This is not surprising with 
real-world journeys data reflecting either irregular duty cycles 
or multiple users of the same vehicle.

6. �Conclusions
This article presented the development and validation of an 
integrated framework for driving behavior modelling feeding 
predictive insight for intelligent powertrain control and health 
management strategies.

The proposed approach to driving behavior modelling 
combines features associated with the journey with specific 
driving behavior parameters to derive an ML model capable 
of predicting future (short term) behavior associated with 
parameters controlling damage accumulation. Unlike other 
approaches to driving behavior modelling, we do not consider 
navigation GPS data as this might not be always available, and 
hence not a universally robust input to powertrain health 
management or control. We have considered a range of clas-
sification ML models (listed in Table 1) in conjunction with 
a representative data set of real-world driving and found that 
an ensemble classifier (RUSBoosted Tree Ensemble, available 

in the MATLAB Machine Learning toolbox) provided the 
most robust models. Given the high and variable level of 
imbalance in the driving behavior data—both within the 
sequence of journeys for an individual vehicle and across the 
vehicle set—provides justification for this choice of ML model.

Upon evaluation of the validation accuracy of the ML 
model (Figure 12), it is apparent that the driving behavior of 
some vehicles can be more difficult to model accurately. While 
this can be explained by known heterogeneity in driving duty 
cycles (including the effect of multiple users for the same 
vehicle), the impact of low accuracy models is evident in the 
negative performance of the proposed intelligent control 
strategy (Figure 15). In practice, this could be addressed with 
a robust strategy where the intelligent control strategy is only 
adopted if the driving behavior ML model accuracy exceeds 
a certain threshold, thus ensuring performance can never 
be worse than the default strategy. From a modelling perspec-
tive, the quality of the model could be improved by allowing 
for larger training data sets, i.e., recognizing that it might take 
more than three months to “learn” the driving behavior of 
some vehicles. With larger training data sets, other ML model-
ling algorithms (including deep learning) might become 
feasible candidates. However, two important considerations 
should be  maintained for the choice of ML models: (i) 
Computational efficiency—for online real-time implementa-
tion models that provide fast evaluation are preferred (the 
class of decision trees models fulfil this requirement); (ii) 
Robustness and explainability—while the proposed frame-
work assumes a model fitted for each individual vehicle, 
adopting the same family of models across all vehicles would 
provide a sound argument for robustness, in particular if the 
choice of model can be explained with arguments (as illus-
trated in this article for the RUSBoosted Tree Ensemble).

The control strategy of the DPF operation, treated as a 
state-based reliability problem with integrated health 
management via the active DPF regenerations (regarded as 
maintenance actions in this context), provided a compre-
hensive illustration for the use of predictive driving behavior 

 FIGURE 15  Performance evaluation of the intelligent regeneration control strategy.
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based on ML models to derive intelligent control strategies 
for powertrain performance and health management opti-
mization. This approach can be extended to other similar 
problems where a reliability paradigm (either as damage 
accumulation or state based) can be  employed. For the 
typical application of health management where the task 
revolves around predicting the RUL of a component or 
system, the driving behavior model provides the contextual 
information of expected future behavior, supporting prog-
nostics and health management decision. However, from a 
powertrain point of view, as the DPF case study has illus-
trated, this framework can be applied to operational control 
strategies to enhance the vehicle performance (e.g., CO2 
reduction for the DPF case study) as well as reliability. For 
example, [96] discussed the use of predictive trip behavior 
to optimize the battery mode operation for a PHEV, showing 
potential significant reduction in engine starts for short 
journeys, with positive impact on both emissions an 
engine reliability.

In conclusion, this work has demonstrated the feasibility 
and significant potential of contextual intelligence for 
powertrain performance and health management improve-
ment, based on the proposed framework for integrating 
predictive insight from data-driven driving behavior ML 
models with a reliability-based model of powertrain 
systems operation.
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