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ABSTRACT

Shelina Khalid Jilani

An Investigation into the Performance of Ethnicity Verification Between Humans and Machine Learning Algorithms.

A State-of-the-Art Solution for the Challenge of Face-Based Ethnicity Verification for the Pakistani Face
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There has been a significant increase in the interest for the task of classifying demographic profiles i.e. race and ethnicity. Ethnicity is a significant human characteristic and applying facial image data for the discrimination of ethnicity is integral to face-related biometric systems. Given the diversity in the application of ethnicity-specific information such as face recognition and iris recognition, and the availability of image datasets for more commonly available human populations, i.e. Caucasian, African-American, Asians, and South-Asian Indians. A gap has been identified for the development of a system which analyses the full-face and its individual feature-components (eyes, nose and mouth), for the Pakistani ethnic group. An efficient system is proposed for the verification of the Pakistani ethnicity, which incorporates a two-tier (computer vs human) approach. Firstly, hand-crafted features were used to ascertain the descriptive nature of a
frontal-image and facial profile, for the Pakistani ethnicity. A total of 26 facial landmarks were selected (16 frontal and 10 for the profile) and by incorporating 2 models for redundant information removal, and a linear classifier for the binary task. The experimental results concluded that the facial profile image of a Pakistani face is distinct amongst other ethnicities. However, the methodology consisted of limitations for example, low performance accuracy, the laborious nature of manual data i.e. facial landmark, annotation, and the small facial image dataset. To make the system more accurate and robust, Deep Learning models are employed for ethnicity classification. Various state-of-the-art Deep models are trained on a range of facial image conditions, i.e. full face and partial-face images, plus standalone feature components such as the nose and mouth. Since ethnicity is pertinent to the research, a novel facial image database entitled Pakistani Face Database (PFDB), was created using a criterion-specific selection process, to ensure assurance in each of the assigned class-memberships, i.e. Pakistani and Non-Pakistani. Comparative analysis between 6 Deep Learning models was carried out on augmented image datasets, and the analysis demonstrates that Deep Learning yields better performance accuracy compared to low-level features. The human phase of the ethnicity classification framework tested the discrimination ability of novice Pakistani and Non-Pakistani participants, using a computerised ethnicity task. The results suggest that humans are better at discriminating between Pakistani and Non-Pakistani full face images, relative to individual face-feature components (eyes, nose, mouth), struggling the most with the nose, when making judgements of ethnicity. To understand the effects of display conditions on ethnicity discrimination accuracy,
two conditions were tested; (i) Two-Alternative Forced Choice (2-AFC) and (ii) Single image procedure. The results concluded that participants perform significantly better in trials where the target (Pakistani) image is shown alongside a distractor (Non-Pakistani) image. To conclude the proposed framework, directions for future study are suggested to advance the current understanding of image based ethnicity verification.
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CHAPTER 1

INTRODUCTION

1.1 Concept of Race and Ethnicity

Human ancestry dates back 150,000-200,000 years originating in Africa (Stringer and Andrews 1988). It is believed that some 60,000 years ago humans migrated from Africa in groups of colonies and eventually spread to occupy much of current day’s land masses. During migration, they faced diverse climates, encountering novel pathogens and subsequently formed local communities, which were separated by geographic, linguistic and cultural barriers. Factors such as natural selection and genetic mutations functioned in parallel and introduced diversity in human populations, subsequently leading to the development of racial and ethnic diversity, which we see today (Mersha and Abebe 2015).

There are a few terms which are used to describe an individual’s distinction from a certain population, subject to either physical or cultural differences. Terminology such as ancestry, ethnicity and race are widely used in literature, though the parameters for such terms are context-dependent. Race and ethnicity are two distinct concepts related to ancestry, which in broader terms relates to the connection between people i.e. a line of descent. From a genetics perspective, descendants of any ancestry will
display physical and/or biological characteristics of their genealogical ancestors, especially when considering that parents only transfer half of their DNA to their offspring each generation (Donnelly 1983; Mathieson and Scally 2020).

Race and ethnicity are commonly used interchangeably to describe populations. In scientific literature “race” implies biological differences that are founded on different genetic makeup, and manifest in varied physical markers for traits such as skin, eye and hair colour (Sankar and Cho 2002). On the contrary, ethnicity is a more complex construct which encompasses cultural factors, shared cultural tradition, language and religion, amongst people who may not necessarily share common biological origin. For example, the South Asian race embodies ethnicities such as Bengali, Gujarati and Pakistani, each with their own language, culture and tradition. To conclude, while features of race and ethnicity assist with the management of one’s self-concept i.e. identity, there are mixed schools of thought relating to which term best represents the distinctions between human populations.

1.1.1 History of Racial Differences

The taxonomy of human populations into sub-groups is not an emerging science. There have been many contributions to the grading of humans ‘Homo-Sapiens’ into specific assemblies. While some scientists have proposed a categorization system based purely on skin colour (Haller 1995), others have suggested the distinction of people based on the division the
earths continents (Pickering and Hall 1854). Both views are now outdated, since skin colour is fluid and too variable for classifying human populations (Brooks and Gwinn 2010). And secondly, the mass migration of people has meant that a geographical location which once may have represented a person, is now irrelevant. Moreover, there is the factor of gene-pool mixing through interracial relations, which naturally allows for the development of facial characteristics which do not adhere to a specific group.

In the wake of the Human Genome Project (Venter et al. 2001), there has been ongoing research regarding the biological basis of race, especially since there are agreed commonalities when describing and interpreting human variance between populations. The impact of differences in DNA Methylation (i.e. the addition of Methyl groups to the DNA molecule, which modifies the function of a gene resulting in varied gene expression), have recently assisted in differentiating between the African and Caucasian population (Yuan et al. 2019). Thus, highlighting that there may be a biological basis for human variance. Nonetheless, there is still a lot of research to be conducted before a definitive answer for a biological basis of race can be concluded.

Amidst Epigenome-Wide association studies (EWAS) research, there is an abundance of anthropological research which reports that discrepancies exist between multiple groups of humans, based solely on metrics from the face and its features (Farkas et al. 2005; Jilani et al. 2019). This provides a grounding for computational methods when embarking on
ethnicity classification challenges, as it highlights that on a primary level, there are variances between human populations based also on gender. Within the field of machine learning, the terms race and ethnicity are used interchangeably. In the context of this research, ethnicity refers to a person’s cultural and ancestral background. For example, a person belonging to the South Asian race can belong to either the Bangladeshi, Gujarati or Pakistani ethnicity.

1.1.2 Inter-Ethnic and Racial Variances of the Face

Anthropometric facial analysis has a direct impact for the structure of a face-feature. In research when features are extracted for ethnic classification within a machine-learning framework for example, it is those features that are used as a diagnostic of ethnic identity (Jilani et al.). Leslie Gabriel Farkas, the pioneer of anthropometry demonstrated that race could be measured in the face and classified with predefined measurements. (illustrated in Figure 1.1).

The results show that the degree of agreement between measurements in three populations classed as Middle Eastern i.e. Egyptian, Turkish and Iranian, and the North American Caucasian group (the control group) is considerably greater for vertical (taken from profile), compared to horizontal (taken from the frontal view), measurements. In the three Middle Eastern male groups, all 7 vertical measurements were found to be comparable to that of the North American Caucasian group. For females, however, it was only the Turkish group who shared comparable vertical values with the North American reference group.
The orbital region and nose height showed the greatest discrepancies in measurements across all the researched groups. Likely to be attributable to the finding that the nose was characteristically wide in both males and females of the Asian and African group. For the Middle Eastern group, however, the nose width was comparable to that of the North American Caucasians but differed significantly in nasal height. With regards to the concept of race and ethnicity, the study by Farkas et al., (2005) appears to outline race as the geographic location of the participants (such as the Middle East) and then group the participants by ethnicity, such as Egyptian, Iranian and Turkish. A systematic review conducted by (Fang et al. 2011) analysed data from 27 ethnic groups that were categorised into 5 principle racial groups: Europeans, Africans, East Asians, South Asians and Native Americans.

Figure 1: Measurements taken from fourteen anthropometric landmarks on the front and profile view of a face, for identifying race specific measurements. The image has been recreated from the original Farkas et al (2005) study. (Landmark references denote: ex:exocanthion, en:endocanthion, zy:zygion, al:alare, ch:chelion, go:gonion, tr:trichion, n:nasion and sn:subnasle.)
A total of 11 linear facial measurements were considered and inter-ethnic variability was described by 95% confidence intervals of individual measurements. The authors categorised the measurements into five degrees of variability: (1) least variable, (2) less variable intermediate, (3) intermediate, (4) more variable intermediate and (5) most variable. The results concluded that the greatest inter-ethnic variation is reported in forehead height (measured tr – n) and intercanthal distance (en - en). While, measurements of the mid face width (zy - zy) and exocanthion distance (measured right ex - left ex) report the lowest degree of variability, illustrated as part of Figure 1.2. Ultimately, such findings indicate that the human face and its individual components are attributable to ethnicity.

Figure 1:2: A colour variability spectrum of the front and profile view of the face, demonstrating the degree of inter-ethnic variability from different regions of the face as reported by Fang et al. (2011). (The image has been recreated from the original study).
It appears that most publications, regardless of the target population, aim to present findings that relate to an “ideal” face, defined as one with no facial deformities or previous history of medically induced facial modifications. Whilst it is understandable for a study, which aims to investigate the extent of which a race/ethnic classification affects facial parameters, this form of selection may be problematic. A supplement to this argument is, the parents of the participants who take part in the research are presumed to be “pure” with no possibility of recessive genetic characteristics from previous generations. This is also an issue, which may grow with future data collection. Further, no robust definition is given for the participants “race” or “ethnicity”, and it is used more to fit with the “race” or “ethnicity” designated for the participant, as per the researcher. Amidst the large-scale immigration, any population will inevitably see shifts to a greater or lesser extent in its ethnic or genetic make-up. Immigration not only removes an immediate relationship between racial or ethnic and geographic origin for subsequent generations, but also introduces the opportunity for more genetic or racial homogeneity, albeit over many generations with a gradual shift away from previously established norms.

There are many variables that can specifically define a population for study, geography being the most obvious but additionally language. While the use of language as a selection criterion for participants does have a very strong relationship with geographical distribution, this is not always the case. In fact, for some languages the correlation to geographical
location is far less and widely spoken international languages might give no clue to geographic origin or broad ethnic/racial classification. To conclude, it is apparent that metric information taken from the face is a data form which describes the variability of faces across different demographic categories. Essentially, whether a human population is characterized based on their race or ethnic origin, variations in facial measurements explain the variations amongst populations.

1.1.3 Race and Ethnicity in an Applied Context

Identity Codes (IC) known also as the 6+1 system are a set of terms used to describe the ethnic identity of an unknown person by the British Police. The codes are ethnic descriptors but they are not absolute markers for recognition, since the assignment relies on an officer’s subjective observation (C/I Kevin Bowsher 2007). The use of IC codes are expressed in Section 95 of the Criminal Justice Act 1991 (Association of Chief Police Officers of England and Ireland 2002; Government 2019) and by law, a Police Officer is obliged to collect information on the ethnic identity of a subject, during certain events such as, see table 1.1:

- Arrests;
- Cautions, Reprimands and Final Warnings;
- Stop and Searches.
<table>
<thead>
<tr>
<th>Code</th>
<th>Ethnicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC1</td>
<td>White – North European</td>
</tr>
<tr>
<td>IC2</td>
<td>White – South European</td>
</tr>
<tr>
<td>IC3</td>
<td>Black</td>
</tr>
<tr>
<td>IC4</td>
<td>Asian – Indian Subcontinent</td>
</tr>
<tr>
<td>IC5</td>
<td>Chinese, Korean, Japanese or Southeast Asian</td>
</tr>
<tr>
<td>IC6</td>
<td>Arab or North African</td>
</tr>
<tr>
<td>IC7</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

**Table 1.1** Police Identity Code (IC), used to describe the ethnic identity of an unknown subject and is based on the Police Officer’s subjective visual assessment. The system is also referred to as the 6+1 system.

It is apparent that the IC codes assist an officer by filtering the perceived ethnicity of a subject and will assist in producing a generic image in the mind of an officer. However, a drawback to the codes is that they do not have any scientific foundation and are mere verbal descriptors, which can be influenced by bias. What one officer may class as an Arab may be equally classed as Black, for example. Thus, with regards to the concept of race and ethnicity, IC codes prove superficial and misleading especially if officers are depending on transient features such as skin tone, to qualify physical descriptors as ethnic markers. To limit the fluidity of cases where the ethnic descriptors span across more than one code, the “16+1” Self-Defined Ethnicity (SDE) framework was presented in the 2001 United Kingdom Consensus and was implemented on 1st April 2002 (System 2011).

The 16+1 SDE allows a person, to allocate his or her own ethnicity removing any decision from the Police Officer. While the 16+1 SDE classification appears to be inclusive of broader sub-groups for a given
population some of the categories are still narrow. This is particularly apparent for descriptions such as "Any other mixed background" and "Any other Asian background" for example, since the non-specific terminology leaves the scope of ethnic assignment open to interpretation. In October 2009, the Office of a National Statistics (ONS) implemented additional codes to the 16+1 ethnic classification system (Statistics 2009). The new codes included “Gypsy or Irish Traveler” under the broad heading group of ‘White’ (with the corresponding code: W3) and ‘Arab’ expressed as O2. Further improving the Self-Defined Ethnicity (SDE) classification system and increasing it from 16+1 system to an 18+1. Though the addition of an ‘Arab’ option may be inclusive of the Middle Eastern population from Gulf countries such as Bahrain, Oman, Qatar, Saudi Arabia and the United Arab Emirates (UAE), it does not include people of Egyptian, Iranian or even Kurdish descent, leaving slight ambiguity. The mass movements of people around the world and the consequent intermingling of racial and genetic heritage will inevitably present a challenge to racial or ethnic categorisation. While diversity of all sub-ethnic groups should be represented to ensure inclusion, it may prove too difficult to implement. Therefore, broad categories within which different sub-groups can extend seems the most logical step. Moreover, the development around the concept of ethnicity is best kept isolated from national identity.
1.2 Bradford Demographics

In 2016, the population of the UK was at its largest ever at 65.6 million people, according to the Office of National Statistics (ONS). The most recent census published in 2011 shows that in England and Wales, 80% of the population were White British, and the Asian group (including Pakistani, Indian, Bangladeshi, and other) made up 6.8% of the population (Statistics 2012). While the United Kingdom is ethnically diverse, there are cities within the country which have proportionally higher numbers of specific ethnicities. Bradford is the fifth largest district in terms of population in the UK, after major cities such as Birmingham, Leeds and Sheffield. According to Figures reported by ONS an estimated 534,300 people live in Bradford (Council 2019). Although the district largely consists of people who identify themselves as White British, Bradford has the largest proportion of people of Pakistani ethnic origin in England, 20.3%. Moreover, the mixed ethnic group for populations such as Indian, Pakistani and Bangladeshi are higher for Bradford than for West Yorkshire as a county and England. Suggesting a higher rate of inter-ethnic unions which may potentially generate mixed gene pools. This is also reflected by the 10% increase of the Pakistani population within Bradford, since the 2001 consensus (Colborn 2017).

With the next census upcoming in 2021, it appears that the Pakistani ethnicity will follow the current trend by increasing in numbers. Subsequently, other changes will almost be inevitable. Therefore, more information about this ethnic group would be beneficial to both human and
computer vision related research. Especially since the current literature does not appear to have included the (British) Pakistani population as an investigated group. We consider one of the novelties of our work as being able to work with this ever-increasing ethnic population.

1.3 The Role of Face Features in Recognition

Faces are amongst the most complex objects processed by the human visual system. Within the discipline of psychology, there is a grouping system which divides the features of the face into internal (eyes, nose and mouth) and external (hair and face shape) features. The importance of internal in comparison to external features is essentially dependent on familiarity. For example, in a study conducted by Ellis et al. (1979) it was reported that the importance of the centralised internal features (eyes, nose and mouth) was greater for familiar face recognition, in contrast to external features (hair and face shape). One of the experiments consisted of showing participants a series of famous people’s faces either as (i) a whole face, (ii) the hair and face contours only and (iii) the inner face only (Figure 1.3). On average, the novice participants accurately identified 80% of the familiar faces when shown as a full face, in contrast to only 50% when recognised from inner facial features only, and 30% when hair and face contours were shown (Ellis et al. 1979).
An identified weakness of the study flagged by the experimenters was the use of a single image only, which may not have fully captured the face of the famous person. Additionally, the results may reflect the lack of knowledge the students have of the chosen famous people, instead of testing their recognition ability based on internal and external features. The importance of familiarity as a key contributor for the internal feature advantage has also been evidenced by Bonner et al. (2003). University students from Sterling learned the faces of 24 unfamiliar subjects from videos used as part of Bruce et al. (1999) study, over a period of 3 days.

On day 1, participants completed an unfamiliar face matching task before proceeding to watching a 30 second video clip of the target. This was conducted to generate a baseline result for unfamiliar face matching.

Figure 1: An example of a familiar face stimulus which was shown as part of experiment 1 during Ellis et al. (1979) study. The images were shown in such contrasting ways to understand which features drove face recognition. The face is of James Callaghan and was shown as one of the three forms depicted above for 9 seconds at a time, with a 6 second inter-slide interval.
During day 2 and 3, the order was reversed and the videos were shown before the matching task was completed. The face matching task consisted of either a video image of the target face with the internal or external features visible only, or the photograph of the true target or a similar looking distractor, shown as part of Figure 1.4. The researchers concluded that with the passing of time (albeit 3 days in this study), as the face became familiar the role of internal features became more important for recognition. This notion of converting an unfamiliar face to familiar over time rather than instantaneously, has also been reported by other researchers (Clutterbuck and Johnston 2002; Clutterbuck and Johnston 2004; Clutterbuck and Johnston 2005; Osborne and Stevenage 2008).
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**Figure 1:4:** An example of a face matching task stimuli, used as part of the Bonner et al. (2003) study. The whole face images are photographs of either the target (the true person) or a similar looking distractor. The participants were shown images of the whole face alongside external (hair, face shape and ears) and internal (eyes, nose and mouth) features, and were required to match the images.
A potential explanation for the internal feature advantage is the location of where these features are on the face. Since the features are centrally located without an element of transiency (unlike hair), it may be that human vision is naturally drawn to that region of the face. Furthermore, the expressive nature of the internal features may contribute to the successful memory recall of faces, making them more distinctive (Young 1984). While familiar face recognition is driven by internal features, there is research which suggests that external features are a contributing factor for the processing of unfamiliar faces (Ellis et al. 1979; Hancock et al. 2000).

Earlier, Pascalis et al. (1995) studied face recognition by newborn babies and found that while babies could reliably distinguish their mother’s face with all the facial information (internal and external features) visible, they struggled to discriminate between the face of their mothers and a stranger when external features were covered with a scarf. Research has also indicated significant differences between the importance of the internal and external features for the identification of familiar and unfamiliar face (Sinha and Poggio 1996; Sinha 2000). Sinha and Poggio (1996) placed the internal features of Bill Clinton within the external features of Al Gore (Figure 1.5). By looking at the images side-by-side the faces depicted appear to be of the same person, with identical internal features and spatial configurations, but upon closer inspection, this is incorrect. The external features i.e. the hair and ears are different. The image of Al Gore and Bill Clinton demonstrates that in some contexts, the identification of a person
relies on the head i.e. external features, rather than the internal features. The visual system therefore is said to rely on ‘head-recognition’ instead of face recognition.

Andrews and Thompson (2010) identified a similar pattern of results for images of David Cameron and Nick Clegg. Ultimately, both the Sinha and Poggio (1996) and Andrews & Thompson, (2010) studies demonstrate that when a face is dissected into internal and external features, those aspects of the face can either be observed as similar or dissimilar but on a perceptual level, external features tend to be more informative compared to internal features. However it is apparent that the relative importance of internal and external features for face recognition, vary across cultures.

Megreya and Bindemann (2009) reported that, while British participants demonstrated the typical external feature advantage for

**Figure 1.5:** The Bill Clinton and Al Gore Illusion, taken from Sinha and Poggio (1996). The internal features (eyes, nose and mouth) of Al Gore (dark haired male) have been replaced with Bill Clintons, while the external features (hair and ears) of Al Gore are left unchanged.
unfamiliar faces, Egyptian adults demonstrated a reliance on the internal features. The results were interpreted as evidence that the covering of the external features with a headscarf (a common, religious-based practice in Egypt) had resulted in a shift in reliance from the external to internal features in Egyptian participants. In line with this result, recognition accuracies for the internal features of unfamiliar faces is significantly greater in participants from the United Arab Emirates, compared to individuals from the USA (Wang et al. 2015). The internal feature advantage was also investigated by Kemp et al. (2016), who tested the ability of unfamiliar face matching of students, by showing them face-pairs on a computer screen, and instructing them to determine whether the two face images were the same or different. The face pairs depicted in the ‘same’ condition consisted of either minor changes in the hairstyle of the same person (same-hard condition) or no changes (same-easy condition). Equally, in the ‘different’ conditions, the face pairs either represented similar looking people (same-hard) or dissimilar people (same-easy). The research reported an improvement of 2.4% in the matching of unfamiliar faces where the external features were masked and the internal features were visible. Moreover, in the conditions when hard-face pairs were shown, participants made accurate judgements of faces based on the internal features and made quicker decisions.

A suggested explanation for the external feature advantage for unfamiliar faces centres on the notion that since face shape and hair cover a large area it is possible to differentiate between such features over long
viewing distances (Logan et al. 2017). Compared to familiar faces where internal features may be inspected more closely, (i.e.: at social gatherings), unfamiliar faces seem to be observed from a distance and tend to be less affected by facial movement and expressions, making them more reliable cues for discrimination.

1.4 Own Race Bias (ORB)

Own-Race Bias (ORB) interchangeably referred to as the Cross-Race Effect (CRE), Other Race Effect (ORE) or Cross Race Bias (CRB), is the disadvantaged recognition accuracy for other race faces, relative to those of one’s own race (Barkowitz and Brigham 1982; Ayuk 1990; Meissner and Brigham 2001; Sporer 2001a). An alternative definition for ORB is the “relative inability to recognise persons of another race” (Malpass and Kravitz 1969). For example, a South Asian person will innately be better at recognizing another South Asian in comparison to East Asian faces, however it is subject to context. Research already evidences that racial group membership influences babies as young as 3 months who preferentially look at own race faces (Kelly et al. 2005). The most commonly attributed hypothesis for such recognition is the contact hypothesis, which proposes that familiarity through increased exposure with members of one’s own race is key for the onset of ORB. Research suggests that ORB is dependent on both the quantity and quality of interracial contact. To reduce the effects of ORB, one must increase both the quantity and quality of contact of other race faces (Sporer 2001b).
There are two theoretical concepts for ORB: perceptual expertise-based and social-motivation based. Perceptual expertise suggests that ORB in face recognition may be due to a difference in the initial perceptual encoding of own-relative to other-race faces (Walker and Tanaka 2003). The theory suggests that other race faces are not as efficiently represented in comparison to own race faces, impairing the memory of other race faces. This impairment results in the poor recognition of other race faces due to restricted inter-racial contact. Numerous proposals have been put forward with respect to perceptual encoding of both own and other-race faces. Tanaka and Farah (1993) proposed that holistic processing of own race faces is greater than that of other-race faces (i.e.: the facial features are processed collectively as a whole). Whereas Valentine (1991) suggested separate perceptual representation of own and other race faces, such that individual faces are represented based on the values underlying face dimensions in face space. These dimensions are then tweaked to own race faces and are not well suited for individualizing other race faces.

In brief, the Valentine model (Face Space) suggests that the number of faces we encounter during our life are represented by hypothetical points (one point per face) mapped within a multidimensional space, where each dimension is a physiognomic trait useful for the encoding of a face. To account for ORB, Valentine proposed that since the points of the face space are based on an individual’s own encounters, consisting of own race faces, it would be difficult to encode another-race face, due to the lack of
dimensions within the required face space.

In contrast, Social motivational approaches for the onset of ORB propose that people tend to process other race faces at a low level. Generally requiring less effort and potentially less cognitive resources, when compared to individualizing other race faces, on a minute descriptive level i.e.: “the face stimuli shown are all East Asian” as supposed to “those faces are of Japanese males, those are Korean and the last three are Chinese.” This in turn suggests that without any meaningful requirement, the observer generally does not apply individuation processes to other race faces to distinguish between them. Studies have shown that selective attention does strongly play a role in other race faces (Michel et al. 2006; Ho and Pezdek 2016).

Malpass and Kravitz (1969) were one of the first to study ORB during their face recognition study, testing 20 Black and 20 White undergraduate students. They proposed that ORB in face recognition may be a result of limited contact with other race faces compared to own race faces. Consequently, suggesting that people residing in racially homogenous cities/countries with no contact with other race faces would more likely exhibit a strong ORB. Since then a series of experimental studies have been set up replicating the testing strategy for ORB amongst different racial groups from different geographical locations. ORB has been demonstrated in demographic groups other than the White population, since literature has
reported the prevalence in East Asians (MacLin et al. 2001), Hispanics (Gross 2009), Black (Gross 2009), and the Middle-Eastern, Egyptian population (Megreya et al. 2011b). During perceptual discrimination studies, face matching tasks are used to assess the effects of ORB. Face matching tasks can either be sequential or simultaneous. In a sequential matching task two facial images are presented side-by-side, after which a same or different judgement is made by the participant. The extent of perceptual ORB was investigated using a same/different perceptual discrimination task between British Caucasian and British South Asian participants, by Walker and Hewstone (2006). Face stimuli were generated by morphing a South Asian and a Caucasian face along a linear scale (Figure 1.6).
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**Figure 1.6**: An example of face stimuli taken from the Walker and Hewstone (2006) experiment. A total of 16 face images were paired based on similarities in face shape and using the Morph 2.5 program, each face pair was averaged together on a linear continuum. (e.g.: Asian parent face was morphed with a Caucasian face and vice versa) to generate an average face at 10% intervals until a 90% contribution was reached.
The task required participants to judge whether the morphed face was physically identical to or different from, an original ‘parent’ face. Own Race Bias was reported in the British Caucasian results since they recognised White faces significantly better than South Asian faces; White faces: $m = 46.28, SD = 1.90$, South Asian face $m = 39.27, SD = 1.61$. Whereas, the South Asian participants recognised both sets of faces equally (White faces: $m = 36.64, SD = 1.77$ and South Asian faces $m = 38.87$ $SD = 2.55$), suggesting a lack of an ORB in these participants.

The difference in ORB onset between the two groups of participants was explained by the observation that the South Asian participants had comparable contact with both own and other-race faces, since birth. The heterogeneous assortment of people the South Asian participants encountered helped to build a broader cognitive schema, which may have assisted with the discrimination task. However, not all research supports the contact hypothesis as an explanation for the ORB.

Tullis et al. (2014) conducted experiments to evaluate whether participants exhibited ORB during two conditions: self-paced (participants learned a face with no time constraints) and fixed-rate (average time taken by a self-paced learner). Caucasian and Chinese participants took part in a series of tests which consisted of presenting individual face stimuli (Caucasian and Chinese) on a computer screen. Participants were asked to memorize the faces before partaking in a memory test. It was concluded that self-pacing i.e. allocating equal amounts of time for studying own and
other-race faces, has no effect on ORB. Moreover, for the Caucasian participants, interaction with other-race faces (Asians) did not reduce the extent of ORB.

In brief, the ORB is the tendency of perceivers to recognise own race faces better than other race faces. It is generally considered to develop from individual face experience and, perhaps, social motivation.

1.5 Computer Vision

Researchers in the field of vision science have worked for decades on understanding how the human visual system works, and is affected by illusions of the face. As humans, we can look at a bowl of food and accurately categorise what we see whilst interpreting factors such as colour, contrast, texture and shape. As humans, we have no difficulty in directing our attention, a somewhat underrated human ability.

The simple definition of computer vision is the computer’s ability to simulate human brain behaviour. One of the most renowned application of computer vision which is full of commercial interest is facial recognition, see Zhao et al. (2003). The automated computer-based process for person verification has solutions to a host of challenges such as; (1) controlled access, (2) rapid suspect identification by law enforcement agencies (FaceFirst 2019) and, (3) biometric airport check-in points. While, research evidences the broad applications of computer vision techniques, the ability of a computer to fully operate on-par with the human ability remains a
challenge. And human performance is considered the gold-standard against which machines must compete.

Consequently, a common criticism of machine-based systems is that for real-world applications, the machine must always perform at the same level as, but ideally above human performance. Although currently implemented face-related systems do provide numerous advantages, there is evidence of inaccuracies and misidentification (Alexander J Martin 2017; Lamb 2017).

A racial bias similar to the phenomenon evidenced in humans (ORB) is also alleged in facial recognition algorithms (Phillips et al. 2011). In a study conducted by researchers at Massachusetts Institute of Technology (MIT), inaccuracies in gender identification was reported because of skin tones. Three facial recognition algorithms developed by Microsoft, IBM and a Chinese firm, called Face++, who reported that gender was misidentified in up to 7% of cases for light-skinned female images and up to 1% of light-skinned males (Buolamwini and Gebru). In contrast, greater inaccuracies were reported for the darker-skinned subjects; 12% for males and up to 35% for females.

Such results point to the requirement of diverse datasets for algorithms. Essentially, computer algorithm performance will only continue to improve if the datasets on which they are trained and tested, are continually challenging. A novel dataset has been produced as part of this
thesis to address the challenge of ethnicity verification and is presented in Chapter 2.

1.5.1 Deep Learning

Artificial intelligence (AI) is a technique which enables a computer to mimic human behaviour and Machine Learning (ML) is a sub-category (Michalski et al. 2013), within which Deep Learning is its subfield. Deep Learning allows computational models to learn and represent data in a manner mimicking how the human brain perceives and understands multi-modal information (Bengio et al. 2015). The first computational model of a neuron was proposed by Warren McCulloch and Walter Pitts. They worked to understand how it was possible for the human brain to produce intricate patterns, by using interconnected neurons and used it as a foundation for their proposed MCP model. A mathematical concept founded on the basis of a biological neuron (Hayman; McCulloch and Pitts 1943). In brief, Neurons are interconnected nerve cells within the brain (collectively known as a Neural Network) and function by processing and transmitting information via electrical and chemical signals, see Figure 1.7.

![Figure 1.7: An illustration of a single Neuron (known also as a Nerve cell) taken from Zaitcev et al. (2015). A Neuron is an electrically excitable cell which is connected with other Neurons, which produce a network of cells where electric impulses can be originated, transmitted and received.](image-url)
A biological neurone is stimulated when an action potential is generated because of a change in the ion concentration across the cell membrane. Generally, there is a higher concentration of sodium ions in the extracellular space while there is a higher concentration of potassium ions within the intracellular space. During an action potential, ions are transported back and forth across the neurones membrane causing an electrical change that transmits the nerve impulse. Similar to the functioning of a human neuron, the MCP Neural model receives a series of incoming signals $x_1, x_2, x_3$, which would either be excitatory or inhibitory. If the weighted sum of the incoming signals is at its threshold the model gives an output of 1, if not the output is 0. The model bases its output decision on the input signals i.e. $x_1, x_2, x_3$, by performing a weighted sum, which in turn generates a binary output i.e. 0 or 1, see Figure 1.8 (Hayman).

**Figure 1.8:** An illustration of the McCulloch and Pitts Computational Neuron Model (MCP) recreated from Kawaguchi (2017). The model is the first proposed computational neural network, founded on the mechanism of a biological Neuron. Essentially, the model consists of inputs i.e. $x_1, x_2, x_3$ to $x_n$ with weights (0, 1 or -1, 1) which are summed together and used to provide a binary output, $y$. 
The MCP model was the first of its kind and is agreed to be the foundation of AI and Neural Networks. Since then, there has been a host of developed models such as Neocognitrion (Fukushima et al. 1983), Perceptron (Rosenblatt 1958), LeNet (LeCun et al.; Al-Jawfi 2009) and more recently Convolutional Neural Networks (CNNs) (LeCun et al. 2015) and Deep Residual Neural Network (ResNet) (He et al.)

Keeping to the context of face image analysis for the classification of ethnicity, several frameworks have attempted to classify demographic profiles i.e. race and ethnicity. The human face is understood to be the most informative region of a person, while the extraction of race specific features has demonstrated robustness in anthropometry. The study by Bagchi et al. (2019) investigated a binary ethnicity classification problem between Asian and Non-Asian faces. A dataset of 3,105 front-facing colour images were collected from Google and Facebook profile images (53 for testing and 3,052 for training). Using a CNN algorithm implemented in MATLAB a classification accuracy of 84.91% was reported.

Saliha et al. (2019) recently proposed a two-class i.e. Asian vs Non-Asian race classification framework, called Spark (Saliha et al. 2019). Race specific features were extracted from frontal images using Local binary patterns (LBP), a texture tool, which labels the pixels of an image. Using a dataset of combined images from the colour FERET and CAS-PEAL facial image database and using a combination of classifiers such as the Linear Support Vector Machine (SVM), Decision Trees (DT) and Random Forest,
classification accuracies of >90% were reported; 97.59%, 99.26% and 98.65%, respectively.

1.5.1.1 \textit{Convolutional Neural Network (CNN)}

Convolutional Neural Networks (CNN) are one of the distinguished Deep Learning approaches, “where multiple layers are trained in an end-to-end manner” (Guo et al. 2016). CNNs are inspired by the animal visual cortex (Hubel and Wiesel 1968) and grew prominence when Alex Krizhevsky utilized the computer model to win an ImageNet competition (Krizhevsky et al.). Cementing this method of Deep Learning to be central to image recognition. A CNN consists of three core neural layers, (1) Convolutional layers, (2) Pooling layers (down-sampling) and (3) Fully connected (FC) layers (Guo et al. 2016; Yamashita et al. 2018). Each of the layers perform different tasks yet work together to generate an output for a given class, see Figure 1.9.

\textbf{Figure 1.9:} An illustrative example of the general architecture of a Convolutional Neural Network (CNN) taken from Guo et al. (2016). The process shows the classification of an input image, i.e. a fish. Convolutions of the image generates feature maps at each pixel stride which then pass the feature maps as vectors to fully-connected (FC) layers, which have the role of classification.
(1) Convolutional Layer: The CNN will utilise a Kernel (i.e. a filter) to convolve an image, section by section. Since the scanning process of the Kernel is linear, calculations are made by multiplying the generated kernel values with the original pixel value of the input data. Upon completion of the calculations, a single value is generated to represent the parameter of the initial area, prompting the kernel to move to the right by 1 stride. This step is repeated until the entire image has been processed. By the end of the convolving several pixel arrays i.e. feature maps are generated.

(2) Pooling layer: Reduce the spatial dimensions of the input image i.e. the width and height, for the following convolutional layer. This layer is also referred to as the down-sampling stage, which results in the loss of arbitrary information whilst retaining dominant feature information. There are two reason for this, firstly, to reduce computation time for data processing and secondly to control overfitting (Guo et al. 2016). This is where the model essentially extracts noise, believing it to be representative of the model. Although data augmentation can limit the effect of overfitting (Zhong et al. 2017). For a detailed review on max pooling see Boureau et al.

(3) Fully-Connected (FC) layer: Convert two-dimensional feature maps into 1-dimensional feature vectors. FC layers function to identify high level features which best correlate to a class with specific weights, so that the output is the correct probability for a given feature (Yamashita et al. 2018). For example, given the input image of a sunflower, the FC layer will locate
high level feature maps for petals and seeds to assist with a probability given to the output being a sunflower. The process of classification can either be conducted by the FC layer or the derived vector can be processed forward for classification using Support Vector Machine (SVMs) algorithms (Krizhevsky et al.).

1.5.1.2  *Residual Neural Network (ResNet)*

In 2015 Microsoft Research Asia developed Deep Residual Network (ResNet). The critical feature of the framework is its “identity shortcut connection” which functions to skip layers during learning, without compromising accuracy. A residual block consists of 2 paths, first the 'main branch' which is a series of neural network layers, and second, a direct path from the input to the output (i.e. the shortcut branch). An “identity shortcut” enables the input to be passed directly to the output, avoiding all the intermediate layers. The advantage of the shortcut is that it helps the method of learning to become faster (He et al.; Bukar and Ugail 2017). An advantage of ResNet is that the technique does not add any extra parameters. The parameters trained are the same had there been no residual connections. This is particularly important because a greater number of parameters would lead to overfitting.
1.5.1.3 \textit{VGG-Face Model (VGG-F)}

VGG-Face (VGG-F) was developed at Oxford University by researchers belonging to the Visual Geometry Group (VGG) (Parkhi et al.). It is based on the application of VGG-Very-Deep-16 CNN architecture, described in research by Simonyan and Zisserman (2014). The model is trained on a dataset of 2.6 million face images of 2622 unique identities and uses approximately 1000 images per subject. The network consists of a sequence of Convolutional, Max-Pooling and Fully-Connected (FC) layers, and is designed to work with inputs of fixed dimensions; 224 x 224.

VGG-F consists of 13 convolutional layers with filters that have an unchanging field size of 3 x 3 and a set convolutional stride of 1 pixel. Shown as part of Figure 1.10, the network also consists of 5 max-pooling layers and 3 Fully-Connected (FC) layers; FC6, FC7 and FC8. FC6 and FC7 consists of 4096 parameters, whereas FC8 has 2622 parameters.

\textbf{Figure 1:10:} A schematic showing the VGG-Face architecture which consists of thirteen convolutional layers, five max-pooling layers and three fully-connected (FC) layers. (Recreated from El Khiyari and Wechsler (2016)).
1.6 Problem Definition

The aim for this research is to develop an inter-disciplinary framework for the task of ethnicity classification, which encompasses Machine-Learning and Human-discrimination ability. The task of ethnicity classification is to identify to which set of sub-populations, a new observation belongs, based on a training set of data, containing observations whose category membership is known. Consider a dataset of face images \( F \), consisting of \( N \) number of face images as given:

\[
F = \{F_1, F_2, \ldots, F_{N-1}, F_N\}
\]  

This is a binary ethnicity classification \( E^C \) which aims to differentiate between a Pakistani ethnicity \( E^P \) and a Non-Pakistani ethnicity \( E^{NP} \), as accurately as possible. Suppose, \( x \) represents multiple data points or features belonging to a face image. However, within a real-world scenario, input data for ethnicity classification can be based on either full face or partial face images. In this study, we explore both full-face \( x^F \) and partial face \( x^{PF} \) features for ethnicity classification. Both hand-crafted and Deep Learning features are incorporated in training. This ethnicity classification problem can be defined as:

\[
H(x) = \theta_0 + \theta_1 x; \quad x = x^F \cup x^{PF}
\]  

where \( H(x) \) is the predictor function, \( \theta_0 \) and \( \theta_1 \) are constants. Our goal is to find the perfect values of \( \theta_0 \) and \( \theta_1 \) to make our predictor work as well as possible. Optimizing the predictor \( H(x) \) is done using training examples. For
each training example, we have an input value x_train, for which a corresponding output, y, is known in advance. We find the difference between the known, correct value y, and our predicted value h (x_train). With enough training examples, these differences provide a useful way to measure the “inaccuracy” of H(x). We can then tweak h(x) by tuning the values of \( \theta_0 \) and \( \theta_1 \) to make it “less wrong”. This process is repeated over and over until the system has converged on the best values for \( \theta_0 \) and \( \theta_1 \).

1.7 Problem Statement

The research objective is to develop an intelligent system for image-based ethnicity classification, by probing the challenge of ethnicity from a multi-layered, computer and human approach.

- Firstly, a semi-automatic framework using low-level, manually annotated facial landmark features, is applied to an independent dataset of frontal and profile images. Supervised (Partial Least Squares) and Unsupervised (Principal Component Analysis) Machine Learning algorithms are applied in isolation of one another, to each dataset to discern the most enriched features of the face. A robust binary classifier (Support Vector Machine) is applied for reporting the rate of ethnicity classification.
- Improving on the primary testing conditions (low-level features) we advance to the implementation of a fully
automatic, Deep Learning approach. By independently applying 3 Residual-Learning Algorithms (ResNet 50/101/152) and 3 Neural-Network Algorithms (VGG-F, VGG-16 and VGG-19) to datasets of 1,000 eyes, 1,000 nose and 1,000 mouth images, we investigate the role of individual face features for ethnicity classification (High-Level features).

- To further examine the discriminatory ability of face components and the Deep Learning models (ResNet-50/101/152, VGG-F/16/19), individual datasets of 2,200 nose and 2,200 mouth images are further scrutinised. Deep Learning models are used for feature extraction and classification is carried out using a Linear Support Vector Machine. Using the same methodological approach, supplementary experiments are also conducted on the concept of feature combinations, using 1,200 eyes and nose, 1,200 nose and mouth and 1,200 mouth and eyes images.

- Finally, we investigate human ethnicity discrimination ability by conducting a series of computerised experiments to quantify the accuracy with which the Human Visual System discriminates between face and face features (eyes, nose and mouth) of different ethnicities. Participants are categorised by ethnicity (Pakistani/Non-Pakistani/Other), and gender (Male/Female), and are shown a total of 800
greyscale images, i.e. 200 full faces, 200 eyes only, 200 nose only and 200 mouth only.

1.8 Framework

Humans have increased perceptual capacity for processing the faces they encounter as either familiar or unfamiliar. Such visual judgements are based on extracting information from the feature of the face, and may also consider aspects of ORB. A primary aspect of the visual system, specific to face recognition relates to the human brain and the specialist region of the Fusiform Face Area (FFA), which reports high sensitivity for faces. By extracting information from the face a person can make attributions on gender, race, emotional state and trustworthiness. In this work, the focus is on the classification of ethnicity and the research framework is founded on three stages; (1) Low-level features, (2) High-level features and lastly, (3) Human discrimination ability.

Low-level features. Herein, a total of 26 hand-crafted features (16 on frontal images and 10 for profile) are manually annotated onto RGB images. The images are of Pakistani and other-ethnicity participants, self-assigned under strict select criterion. To remove redundant information, two different methods were used; Principal Component Analysis (PCA) and Partial Least Squares (PLS), and a Linear classifier i.e. Support Vector Machine was applied for the two-class verification. The experimentations
demonstrate that low-level features are an enriched foundation for ethnicity classification.

Progressing on from low-level features is the second stage, where high-level i.e. deep face features are implemented from deep learning frameworks. The difference between low-level and high level features is the depth of information. Low level features are essentially facial landmarks on the surface of a face image, whereas high-level features extend deeper and may be elusive differences which are not visible to the naked eye.

**High-level features.** A series of comparative analysis have been conducted between 6 pre-trained models (ResNet-50/101/152, VGG-F/16/19) on a range of augmented full face and isolated-feature i.e. eyes, nose and mouth, datasets. The 6 Machine Learning models were used to extract the distinguished features from the images and the binary (Pakistani vs Non-Pakistani) classification was conducted using a Linear SVM classifier. The discriminatory ability of the internal components of the face i.e. eyes, nose and mouth were also tested, to understand their contributing effect for determining ethnicity.
Human discrimination ability. To understand how humans, use the visual information contained within images of the full face and isolated feature components (eyes, nose, mouth), novice participants were recruited to partake in a custom-designed, computerised ethnicity classification task. Colour images were converted to greyscale to prevent any colour cues from assisting the participant during the computer-based ethnicity task. Using two conditions: Two-Alternative Forced Choice (2-AFC) and a single image display, ethnicity discrimination performance was investigated. See Figure 1.11 for a visual representation of the research framework.
CHAPTER 2

PAKISTANI FACE DATABASE

2.1 Overview

The dependence of researchers on diverse datasets of human face and face-feature images, is evident within the field of computer vision. However, issues arise when researchers are dependent on restrictive datasets that are unable to encompass diversity. While, a common justification to such an error is the requirement of a universally balanced dataset, upon which models can be trained. It is an exhaustive task, trying to create a balanced dataset inclusive of all genders, race and ethnicities, which also incorporates people of dual-heritage. And, to ensure that the data is representative of all the facial characteristics seen to man. So, instead researchers are developing criterion-specific datasets which are reflective of their research proposition. This in turn, generates insular datasets which may not be complimentary to other publically available data. Although, sub-sampling from multiple datasets seems to be an effective alternative for many researchers, when trying to create multi-purpose data.

Face stimuli used within experimental settings are varied; researchers either use low-resolution photographs generated under uncontrolled illumination for various experimental aims (Phillips et al. 2000), images may also be taken from moving video files (O'Toole et al. 2005) or, some researchers use computer generated face models (Todorov et al.)
Researchers are essentially faced with a trade-off between their study requirements and the objectives they wish to achieve. This is particularly important since it is well known that for a Machine Learning algorithm to perform optimally and in an unbiased manner, the training data must be diverse. More significantly, the training data must be representative of the testing data, to prevent the Machine Learning model compromising its performance. Given the ubiquitous nature of faces and their importance in research, there will always be a demand for high quality databases which are detailed and representational.

2.2 Assessment of Facial Images for Databases

Creating a facial image database is a big responsibility which requires effort to identify and recruit criterion-specific participants, standardise the process of image capture and conduct any pre-or post-image processing. For this reason, databases of faces that are readily available offer a hassle-free alternative to researchers who may be subject to time constraints. Equally, a shortage of a specific human population may drive a researcher to combine data from a range of databases, to best fit the research question at hand. The selection criteria for facial image capture is varied and while there appears to be no gold-standard in academia, government bodies have produced standards. With the rise in biometric data for person verification, it is hoped the standards will help capture the most resourceful images.
In 2007, the National Policing Improvement Agency (NPIA) released a set of guidelines for digital image capture which considered factors such as (Islam 2007):

- pose,
- pose with and without glasses,
- facial expression,
- lighting conditions,
- lighting for glasses and
- image background.

Additional considerations relate to the minimum number of images, contact lenses, hair and head coverings. Countries such as Germany (Castillo 2006), India (India 2010) and the United States (Paul Griffin 2005) have also produced facial image standards. While the image capture standards do not transpire into the world of academia, they play an active role in assisting law enforcement and government officials. Especially since the proliferation of CCTV and facial recognition technology.

2.3 Population Specific Databases

Creating a facial image database specific for demographic information i.e. race or ethnicity, has led to a widespread interest into the “identity” of a person. Table 2.1 presents a list of published facial image databases that have not been designed exclusively for ethnic or racial classification,
however, contain facial images representative of either (1) single, (2) dual or, (3) multiple demographic profiles i.e. race and/or ethnicity.

<table>
<thead>
<tr>
<th>Name of Database</th>
<th>Images</th>
<th>Target Race/ Ethnicity</th>
<th>Author and Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAS-PEAL (Pose, Expression, Accessory, Lighting)</td>
<td>99,594 images of 1040 individuals (595 males and 445 females)</td>
<td>All Chinese subjects.</td>
<td>(Gao et al. 2008)</td>
</tr>
<tr>
<td>CAS-PEAL-R1</td>
<td>30,900 images of 1,040 individuals.</td>
<td>All Chinese subjects.</td>
<td>(Cao et al.)</td>
</tr>
<tr>
<td>Asian Face Image Database PF01</td>
<td>1,751 images of 103 people individuals (53 men and 50 women)</td>
<td>Chinese (1), Vietnamese (1), Bangladeshi (1). The remaining subjects are Korean (100).</td>
<td>(Dong and Gu 2001)</td>
</tr>
<tr>
<td>Korean Face Database (KFDB)</td>
<td>1,000 images per subject</td>
<td>All Korean subjects.</td>
<td>(Bon-Woo et al.) (Hwang et al.)</td>
</tr>
<tr>
<td>Japanese Female Facial Expression Database (JAFFE)</td>
<td>213 images of 10 Japanese female models.</td>
<td>All Japanese subjects.</td>
<td>(Lyons et al. 2014)</td>
</tr>
<tr>
<td>The PUT Face Database</td>
<td>9,971 images of 100 individuals.</td>
<td>All European subjects (Polish).</td>
<td>(Kasinski et al. 2008)</td>
</tr>
<tr>
<td>Iranian Face Database</td>
<td>Over 3,600 images of 616 individuals.</td>
<td>All Iranian subjects.</td>
<td>(Bastanfard et al. 2007)</td>
</tr>
<tr>
<td>Database</td>
<td>Images/Subjects</td>
<td>Details</td>
<td>Authors</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Indian Movie Face Database</td>
<td>34,512 images of 100 Indian actors. (67 male and 33 female actors)</td>
<td>All South Asian subjects (Indian).</td>
<td>(Setty et al.)</td>
</tr>
<tr>
<td>North-East Indian Face Database (NEI)</td>
<td>27,740 images of 292 individuals. (152 male, 140 female)</td>
<td>All South Asian subjects (Indian). Multi ethnic subjects from 7 states in India; Runachal Pradesh, Assam, Manipur, Meghalaya, Mizoram, Nagaland, and Tripura.</td>
<td>(Saha et al. 2012)</td>
</tr>
<tr>
<td>Hajj and Umrah Facial Recognition Dataset (HUFRD)</td>
<td>Unknown (All male)</td>
<td>Multi-racial and multi ethnic. (Over 25 countries)</td>
<td>(Aly 2012)</td>
</tr>
<tr>
<td>FEI Face Database</td>
<td>2,800 images, 14 images for each of 200 individuals.</td>
<td>All Brazilian subjects. (Latin ethnicity)</td>
<td>(Thomaz and Giraldi 2010)</td>
</tr>
<tr>
<td>Senthilkumar Face Database</td>
<td>80 images from 5 individuals. (All male).</td>
<td>All South subjects. Dravidian ethnic group (Telegu).</td>
<td>(Senthil face database 2005)</td>
</tr>
<tr>
<td>Ethnicity, Gender and Age Face Database</td>
<td>2,345 images of 469 subjects.</td>
<td>Five ethnicities: African-American (53), Asian (111), Caucasian (162) Indian (75), and Latinos (68).</td>
<td>(Riccio et al.)</td>
</tr>
<tr>
<td>Facial Recognition Technology Database (FERET)</td>
<td>14,126 images of 1,199 individuals. (and 365 duplicates)</td>
<td>Heterogeneous with respect to ethnicity/ age and gender.</td>
<td>(Phillips et al. 1998)</td>
</tr>
</tbody>
</table>
The MR2: A multi-racial, mega-resolution database of facial stimuli.

| Images of 74 individuals. (41 female, 33 male) | All subjects were classed as either African, European or Asian as a perceived race. | (Strohminger et al. 2016) |

| Table 2:1 A list of published facial image databases developed either to be used exclusively by Machine Learning algorithms for racial and/or ethnic classification or, have assisted with evaluating the performance of Facial Recognition Algorithms. |

When investigating racial and ethnic classification, particularly within a Machine Learning framework, there is an obvious absence of data relating to the Pakistani ethnicity, especially data which is balanced in terms of gender. With the aim to fill the void the core of the database was to generate high resolution images of British (British in the sense that they were born in the UK, hence nationals) Pakistani Males and Females amongst other racial and ethnically defined participants. A dataset of this sort would provide accurate ethnic classification of people from a Pakistani origin and would be a bench-mark for ethnic classification. The applicability of database also lends itself to human based experiments, since the controlled set of stimuli may be used to investigate strategies of human identification or unfamiliar face matching and Own Race Bias (ORB) for example.

2.4 Advantages of Ethnicity Verification and the PFDB

Given the significance of faces, stimuli collection is important for the progression of ethnicity verification as a soft biometric. The attributes of a person such as ethnicity, has a range of applications, for example,
automated recognition systems where such demographic information can be matched against a range of pre-enrolled candidates. Essentially, the by-product of such a ‘filtered search’ would see an overall reduction in computational search time. Additionally, a level of an understandable interpretation from a human’s perspective, especially when humans use obvious characteristics to verbally explain themselves or another person, e.g. “he has black curly hair in-style of an afro”.

Thus, the benefit of studying ethnicity a soft biometric feature is its descriptive nature and semantic description. Something which is proved by the 18+1 Self-Defined Ethnicity framework, utilised by Police forces nationwide. Further benefits of ethnicity verification from facial images is consent free acquisition, the fact that such demographic information can be attained without prior consent or physical subject involvement. An obvious associated advantage when considering ethnicity verification, is the generation of taxonomy, which will facilitate both the organisation and classification of human populations, especially fine-grain, sub-populations. Data collection shortcomings are accepted which is why the exact number of individual’s belongings to a specific racial and ethnic group is not known, but also why diverse and inclusive datasets are needed.

Table 2 of Section 2.4 displays a list of currently published face image databases which are specific for either a racial or ethnic group, subject to how the researchers have labelled the images. The most closely related datasets to the Pakistani Face Database (PFDB) in terms of the
geographical aspect i.e. Southern region of the Asian continent, is the Indian Movie Face Database (Setty et al.), North-East Indian (NEI) Face Database (Saha et al. 2012) and the Senthilkumar Face Database (Senthil face database 2005).

A preliminary aim of the present research was to create a face database which is both rich in ethnic diversity and high in ecological validity. There is a need for an open-access, multi-racial and multi-ethnicity face database, which includes subjects of both genders. To maximise ecological validity and emulate naturalistic settings (e.g. an international airport), items of religious dress (e.g. headscarf) were not removed. Moreover, many of the female subjects were wearing make-up. However, objects without ethnicity-specific associations, on the other hand, were removed such as spectacles, lanyards, high collar jackets and scarfs. Presently, there is a lack in dataset which consists of Pakistani face images, either as a pure ethnic set or in addition to other ethnic and racial participants. This lack of data is the void which the Pakistani Face Database (PFDB) completes, especially since the world is diverse and progressive. A key point of consideration for the database, is that the participants are photographed in the city of Bradford, although the dataset is not representative of the city but more so, it’s Pakistani population.
2.5 Pakistani Face Database

The Pakistani Face Database (PFDB) is a visual face image database, which has been predominantly generated at the University of Bradford, United Kingdom. A total of 463 students (280 male and 183 female) from the University of Bradford consented to have their photograph taken. The database is made up of 224 Pakistani and 239 Non-Pakistani participants. In total, 5 photographs were taken per subject using a capture system called Halo. The database was developed in November 2015 and included 137 subjects with a total image count of 685. In 2016, a further 79 participants were photographed (5 images per subject) while in 2017, the database again increased by another 80 participants (5 images per subject). A total of 1,480 facial images have been collected from 296 participants. Further, 167 front-facing images were captured of participants who only consented to having a single image taken. The Pakistani Face Database consists a total of 1,647 images.

Details surrounding participant recruitment and digital processing is discussed in Section 2.6.3 of this Chapter. Since an aspect of the upcoming ethnicity classification framework, requires human based experimentation, which examines novice participant’s discrimination ability. To quantify the contributions of different face features to judgements of ethnicity, for the human based experiments, the full-face images were then manipulated to create images of individual components (eyes, nose and mouth). To do this, the full-face images were cropped using Adobe Photoshop (CS6 Extended,
version 13.0 x 64). A cropping template was created, within which each image was aligned and manually cropped to factor-in individual head shape and headscarf type. The greyscale full face images in addition to the internal feature crops is considered a separate database.

2.5.1 The Capture System

A high resolution multi-image capture system was used to photograph the faces of all consented participants. Halo has been designed and manufactured by Acumé Forensic. While the development is targeted for law enforcement officials within a custody environment. This is the first time it has been applied to the field of academic research. The camera to subject distance is an important determinant of the consistency of custody images. Images which are taken too close to the subject may distort individual features. While, long distances significantly reduce image resolution. Halo controls the image distance by maintaining a distance of 80cm from the center panel. This fixed distance optimizes the consistency of custody images. Each of the three panels houses a single machine vision camera. Six LED light sources (two per panel) provide a consistent and bright light source. In line with the national protocol for custody image capture, this is a balanced 3-point light source. This enables the Halo to produce images which are free from shadows, across a wide range of viewpoints, see Figure 2.1.
The process of capturing an image requires the participant to face the central panel. The Halo then utilizes three cameras (left, center and right panel) to simultaneously capture an image of the subject from each of the frontal, 45° left and 45° right viewpoints. To obtain profile (90°) images, the subject is guided to rotated their face towards the right and left panels, respectively.

### 2.5.2 Participants

Participants were recruited to partake in the image capture sessions by advertisements which were posted in the School of Engineering and Informatics. This was to ensure a higher number of participants could agree to assist, since the Halo set-up was in a room in the same building. Each participant was given an information sheet to read, prior to being given the opportunity to ask any questions before their photograph was taken. The information sheet had a brief outline of the session, in addition to points...
relating to associated risks, potential benefits, protection of confidentiality, voluntary participation and contact information, should there be any complaint. Participants were requested to sign a consent form which also allowed them to provide consent to having their photograph be used as part of any published work. Table 2.2 provides a breakdown of participant’s demographic information i.e. ethnicity.
<table>
<thead>
<tr>
<th>Gender</th>
<th>Assigned Race/ Ethnicity</th>
<th>Number</th>
<th>Head Covering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>Pakistani</td>
<td>137</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Pakistani</td>
<td>87</td>
<td>47</td>
</tr>
<tr>
<td>Male</td>
<td>Bengali</td>
<td>11</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Bengali</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Male</td>
<td>Gujarati</td>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Gujarati</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Male</td>
<td>White</td>
<td>62</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>White</td>
<td>37</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>Pakistani</td>
<td>22</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Nigerian</td>
<td>23</td>
<td>1</td>
</tr>
<tr>
<td>Male</td>
<td>Kurdish</td>
<td>4</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Kurdish</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Male</td>
<td>Arab</td>
<td>5</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Arab</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Male</td>
<td>Egyptian</td>
<td>8</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Egyptian</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Male</td>
<td>Baganda</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Baganda</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>Indian</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>Han Chinese</td>
<td>7</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Han Chinese</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>Japanese</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>Greek Cypriot</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>Black British</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Black British</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>Poles</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>Poles</td>
<td>6</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>South Slavic</td>
<td>1</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 2.2: A Table showing the demographic information of participants in the Pakistani Face Database (PFDB). The ethnicity was self-defined by the participant, although there was a strict criterion for participants of Pakistani heritage, as both maternal and paternal side were required to be of Pakistani heritage.
2.5.3 Image Collection

Participants were assigned time slots during which they would sign the consent form and then have their photograph taken. While additional personal information was not required, participants did provide their names when signing for consent as well as their self-defined ethnicity. Participants were requested to remove any items of clothing which obstructed the view of their face including their neck. Any hooded items were either removed or lowered. Those who wore a headscarf were requested to attend their session wearing a dark, non-patterned headscarf. However, some participants did not follow the instruction. Instead of turning them away, their image was still photographed. It was requested that make-up be kept to a minimum, this again was a choice of the participant and those who did not adhere to the instruction were not turned away.

Participants who wore glasses were requested to remove them during the session. Participants were requested to not wear any jewellery/accessories from the collarbone above during their session. For participants who had either open hair or hair which swept across the face. They were requested to either sweep it away from their face to ensure the periocular region was visible, or, they were requested to put it behind the ear. During the process of photography participants were requested to keep a neutral facial expression and to look directly into the camera ahead with minimum movement. A foot marker was mapped out onto the floor to ensure the participants stood at the correct distance from the centre camera panel.
2.5.4 Image Processing

All the raw captured facial images inherently contained redundant information, which was not required such as the upper body and the background. As a result, all the facial images went through a rigorous ‘clean up’ procedure. All the images were cropped around the face and neck, and effort was made to reduce any stray hair and remove earrings, if they were visible. Participants who wore a headscarf also went through the process of cropping, whereby the image was cropped in line with the drape of the headscarf, see Figure 2.2. This ensured that the image did not look deliberately manipulated. The headscarves of participants who did not wear a dark, non-patterned headscarf were also digitally processed. Moreover, blemishes such as moles or acne, for example were processed to prevent them being used as identification cues during the human experiments. Finally, all the images were duplicated and converted to greyscale, so they could be used for the human experiments. Whereas the original cropped coloured images were used during the Machine Learning experiments.

To ensure a consistent set of data used in both the Machine Learning based experimentation and the human-based discrimination ethnicity classification task. A total of 200 images, split equally in gender and ethnicity (100 per ethnic class and 50 per gender) were selected from the PFDB. To ensure the database was not homogenous images of multiple Non-Pakistani participants were also captured and consisted of Caucasian
(including Irish), East/Central Asian (Chinese and Japanese) Arab, and Black (Nigerian) participants.

2.5.5 Image Storage

During each photography session, the initials of each participant i.e. SJ, were assigned to a single folder which stored the images. All the images contained within the folder were automatically assigned the following labels and stored as Jpg files:

**Figure 2.2**: Above: Post-processed images using Adobe Photoshop CS6. Images A-C show the process from; (A) initial image, (B) background removal and, (C) conversion to greyscale. Below: Images showing the removal of blemishes from the nose and cheek of the male, while the female image has been processed to remove accessories from the ears and nose, in addition to a blemish removal.
• Front_Face
• Left_45_Degree
• Left_Profile
• Right_45_Degree
• Right_Profile

At the end of each image session, all the images were transferred from the laptop linked to the Halo, onto an encrypted hard-drive.

2.6 Conclusion

The Pakistani Face Database (PFDB) is the first known example of a facial image database which includes participants of the Pakistani origin amongst other ethnicities. The images captured are realistic, well illuminated and high in racial and ethnic diversity. More importantly, the images captured are ecological valid and emulate realistic settings (i.e. international airports), since images of females for example, are wearing headscarfs of varied styles. The controlled environment within which the images have been photographed ensure their usability. Especially since the images are not limited by extraneous variables such as lighting or facial expression. Ultimately, a human face is informative and the PFDB presents this point efficiently. The remainder of the thesis discusses the use of the captured images to investigate performance of ethnicity verification between humans and Machine Learning algorithms.
CHAPTER 3
LOW-LEVEL HAND-CRAFTED FEATURES FOR ETHNICITY

3.1 Introduction

The human face includes a range of cues which form part of an individual’s identity. Accordingly, faces are important for recognition and identification of specific individuals. In the context of a crime, this presents the following important challenge: how can the perpetrator’s face be accurately extracted and described from the memory of a witness? One approach is to rely upon an artist to replicate the face based on verbal descriptions from witnesses. Having a witness verbally describe the complex spatial configuration of the perpetrator’s face, often after a period, limits the amount of face information which can be captured within a schematic representation.

In recent years, the use of demographic information i.e. ethnicity, for facial image classification, within the Machine Learning framework, has drawn increased research attention. Ethnicity is a variable visual trait of the human face, which is measurable, something which has been demonstrated in the literature presented as part of the introduction (Chapter 1). Reasons for studying facial-image based ethnicity classification, include the wide-ranging practical applications associated with such type of work. For example, (i) Policing (law enforcement), which would ensure accurate classification of unknown subjects without an element of bias, (ii) automated
facial recognition systems, which may utilise ethnicity as a pre-assessment criterion for wanted criminal searchers.

The process of ethnicity classification involves a class categorization problem which requires the identification of the ethnic group a facial image belongs to. To do so, specific hand-crafted features i.e. facial landmarks, of the face are manually selected or, in automated cases, pre-trained, Machine Learning models are used for feature extraction.

While significant advances have been made in feature extraction from front view facial images for ethnicity assignment (Hosoi et al.; Jilani et al.; Lu and Jain; Riccio et al.). Ethnicity classification based on profile images, however, is limited to profile silhouettes (Tariq et al.). Further, there has not been a lot of research considering the South Asian population, specifically those belonging to the Pakistani heritage, hence there is a paucity of evidence regarding the Pakistani face. To bridge this gap, a Machine Learning based framework is proposed for the binary, Pakistani vs Non-Pakistani, classification task. To our knowledge, this is the first attempt to incorporate profile facial images for the classification of Pakistani ethnicity.

The upcoming Chapter reports on two separate experiments which use hand-crafted face features to assist image-based ethnicity classification. A total of 26 features are manually annotated onto the facial images; 16 for the frontal image, and 10 or the profile image. The hand-crafted feature enable feature extraction, and are used to represent the
most enriched features. To test the enriched nature of the feature vectors, an unsupervised pre-processing algorithm has been used called Principal Component Analysis (PCA), in addition to a supervised model; Partial Least Squares (PLS). Both models are used independently of one-another for dimensionality reduction. A robust binary classifier, i.e. Support Vector Machine (SVM), is implemented for the binary classification challenge. The experimental objective is to determine whether low-level, hand-crafted features are robust markers of Pakistani ethnicity, when classifying the ethnic origin of front facing images, in addition to restrictive profiles.

The Chapter is organised as follows; a brief collection of literature is presented on the topic of ethnicity classification from frontal and profile images in Section 3.2. In Section 3.3 the experimental stimuli are discussed, and in Section 3.4 the experimental methodology is presented. The results are reported and discussed in Section 3.5 and in Section 3.6 conclusions of the experimentations are drawn.

### 3.2 Literature Review

Anthropometric studies demonstrate that there are distinctions between feature measurements and characteristics of people from different racial and ethnic backgrounds. Leslie Farkas and colleagues carried out a comprehensive anthropometric study of facial morphology and facial parameters comparing 14 normative measurements of the face across
ethnic and racial groups. Several differences between groups were reported (Farkas et al. 2005).

In the field of Machine Learning there is a wide-ranging spectrum of research on face-based ethnicity classification, and the area of research continues to grow. Research conducted by Duan et al (2010), investigated the task of ethnicity classification using images from 3 ethnic groups residing in China; Tibetan, Uighur and Zhuang. All three of the human groups are known to have obvious distinctions in their facial make-up, and differences are also reported between hair texture as well as the shape of their eyes, face, nose and mouth (Duan et al.). Images underwent pre-processing since backgrounds were removed from the images and pose correction was conducted, to ensure the eyes were aligned. Geometric features relating to nose width, face width, right eye width, in addition to crossover measurements such as face width to the nasal alar, were extracted. The measurements highlighted obvious differences in the facial make-up of the three investigated groups, and assisted in generating facial templates for the three ethnic groups (Tibetan, Uighur and Zhuang). Ethnicity classification was carried out using facial recognition technology and the results highlight the efficiency of geometric features as well as the descriptive nature of the human face; 88.6% for Tibetan, 90.0%, for Uighur and 94.3% for the Zhuang group.

More recently Becerra-Riera et al.(2018) combined local appearance and geometric features to estimate race, using images from the
Ethnicity Gender and Age (EGA) Database. Face images were divided into 10 areas; hair, face, contour, forehead, eyebrows, eyes, nose, cheeks, mouth and chin. To gather appearance based information, 17 filters were used to extract color and texture information which could be exploited to ascertain racial origin. Per face region, a total of 34-component descriptors processed the area and produced a mean and variance value, which, when concatenated best represented that area of the face. Thus, a total of 34 descriptors were used per image. In contrast, 68 facial landmarks were used to represent geometric features; 17 points for the face contour, 12 for the eyes, 10 for the eyebrows, 9 related to the nose and 20 to the mouth, and ratios between the distances was calculated. For classification, a Support Vector Machine (SVM) and a Forest Random (FR) classifier were employed, and a combined performance accuracy (i.e. local appearance and geometric feature approach) of race estimation was as follows; 90.9% for African, 87.5% for Asian, 90.4% for Caucasian and 87.5% and 74.7% for the Indian and Latin race, respectively.

Muhammad et al. (2012) investigated the use of Local Descriptors for the racial classification of 5 distinct classes: Asian, Black, Hispanic, Middle-Eastern and White. Two types of Local Descriptors were used, (i) Local Binary Patterns (LBP) and (ii) Weber Local Descriptors (WLD). Since the researchers did not create their own database, they used images from the FERET database. A total of 1,188 images were used for training while 1,180 were used for the testing. The accuracy achieved for LBP was
98.42%, 95.56%, 93.65%, 100% and 98.18% for Asian, Black, Hispanic, Middle-Eastern and the White race respectively. And comparable results were achieved with WLD; 97.74%, 96.89%, 92.06%, 98.33% and 99.53% again for the Asian, Black, Hispanic, Middle-Eastern and the White race respectively.

Research into ethnicity verification from silhouetted facial profiles was first conducted by Tariq et al. The novelty was in the ethnic categorisation of the 441 images and consisted of (as described in the study): Black (African, African-American), East/South-East Asian (Chinese, Japanese, Korean, Vietnamese, Filipino, Singaporean) South-Asian (Indian, Pakistani, Sri-Lankan and Bengali) and White (Caucasian and Middle Eastern). This research is one of the few which considers South Asian as an investigated participant demographic, although the dataset used is not big. While the accurate ethnic assignment from the profile silhouettes averaged at 71.66%, it is important to mention that the literature did not focus specifically on the Pakistani heritage, even though a few participants were reported to be Pakistani. Tin and Sein, (2011) investigated a two-class, fine-race classification task between Myanmar and Non-Myanmar face images. In brief, a total of 250 Images were collected from the internet and the results concluded were promising (on average 94%) given the small dataset (Tin and Sein 2011).

Having reviewed some of the literature on ethnic and racial classification from face images, it is obvious that researchers typically rely
on previously published databases. This may be due to the limited demographic variability or restrictions which mean researchers are forced to use internet derived images. Further, it is evident that data surrounding the South Asian race, but specifically participants of the Pakistani heritage remains unchallenged within an ethnicity classification framework. Moreover, there is a requirement for a criterion-specific database, which consists of high resolution, multi-racial and multi-ethnic participants, especially of the Pakistani heritage.

3.3 Dataset

A total of 270 images (from 135 participants of which 63 identified as Pakistani and 72 of Non-Pakistani heritage) were selected from PFDB (see Chapter 2). Of the 270 images, 135 were of the frontal view and 135 were of the left profile view. To reduce computation time the original dimensions were too large (4000 x 6016 pixel) and therefore were cropped to 1500 x 2100 pixels. The face images portrayed neutral facial expression and full visibility of the face was ensured, during the photography session.

3.4 Methodology

3.4.1 Hand-Crafted Features

Hand-crafted facial features are manually mapped onto the boundaries of the selected face regions. A variety of landmarks was selected for experiment 1, which involves front-facing images, and for experiment 2,
which made use of profile images. For example, the inner and outer eye corners of the eyes, i.e. Endocanthion and Exocanthion, as well as the right and left Nasal Alars (nostril) were mapped on the frontal images. Whereas, for experiment 2, which used profile images, only the Pronasale i.e. the tip of the nose, and the Subnasale (the most inferior region of the Nasal Septum) were selected. Importantly, published literature has shown that there are no set criteria for annotating facial landmarks. Especially since the number of landmarks are dependent on the type of analysis being conducted. Literature on 3D facial recognition for example, suggests that anything between 11-59 facial points on the face will be sufficient (Hutton 2004), while other literature have reported the use of in excess of 100 facial landmarks (Jain and Park). See Wu and Ji (2019) for a comprehensive literature review on facial landmark detection.

Face landmarking is a common method used for localising characteristic regions of the face and have been applied to other face-related work such as facial expression and face ageing (Elmahmudi and Ugail 2020). Consisting of two categories; (i) primary/ fiducial (e.g. corner of the eyes and mouth) and (ii) secondary (e.g. nostrils), which are often guided by the primary landmarks (Çeliktutan et al. 2013), a combination of landmark types were implemented for the upcoming experiment.

A combined total of 26 facial landmarks were selected, 16 from front facing images and 10 from profile images, see Figure 3.1. The rationale behind selecting such a small number of landmarks is because
anthropometric studies already report on the informative nature of regions of the face which are robust markers for discrimination, for example; forehead, eyes, nose etc., moreover, by choosing a small set of appropriate features, there will be a reduction in computation time (Tang et al. 2014).

![Figure 3: An illustration to the manually placed hand-crafted face features used in experiment 1 (frontal view images) and experiment 2 (profile view image). A combined total of 26 landmarks were used, 16 were mapped onto frontal images, while 10 hand-crafted features were selected for the face-profile images.](image)

Properties of the detected features plus their relation to one another (such as distances and angles) are used as the primary descriptors of the face. This method of feature selection is a pre-processing step and removes distracting variance from a dataset, enabling the classifier to perform efficiently. Features of interest within each facial image are extracted using landmarks, which are positioned on the boundary of important components of the face. Each hand-crafted feature i.e. mapped landmark is represented
by a 2-dimensional vector, which subsequently represents both the x and y coordinates i.e. \( x_i, y_i \) (Fodor 2002).

Given an \( n \) set of 2-dimensional landmarks, the face can be represented by a single linear equation:

\[
\text{Feature Points} = (x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n)^T
\]  \hspace{1cm} (3-1)

Where \( n \) represents the total number of facial landmarks (\( n = 16 \) or \( n = 10 \)) the corresponding \( x \) and \( y \) values, \( x_1 - x_n \) and \( y_1 - y_n \) respectively. The superscript ‘\( T \)’ denotes the transpose function which in brief, switches rows to columns and columns to rows. For example, a 3 x 2 matrix transposed becomes a 2 x 3 matrix.

Each of the measurements for the frontal images are represented in a 16 x 2 matrix which represent the \( x \) and \( y \) co-ordinates of the 16 landmarks. Whereas, for the profile images the \( x \) and \( y \) co-ordinates are represented in a 10 x 2 matrix. After the landmarks are mapped a total of 16 values are outputted from each front face image and 10 values are generated from a single profile image. Ultimately this form of feature extraction will allow for the use of uncorrelated hand-crafted features, which do not represent more than one feature point on a given facial image, and will highlight features with the highest degree of variance. A brief description of the facial landmarks used as part of this study is shown in Table 3.1.
<table>
<thead>
<tr>
<th>Landmark</th>
<th>Description</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trichion (tr)</td>
<td>Mid-point of the hairline.</td>
<td>Cranial</td>
</tr>
<tr>
<td>Glabella (g)</td>
<td>Most prominent part between supraorbital ridge.</td>
<td>Cranial</td>
</tr>
<tr>
<td>Nasion (n)</td>
<td>A point in the midline of the nasal root.</td>
<td>Face</td>
</tr>
<tr>
<td>Exocanthion (right &amp; left) (ex)</td>
<td>A point at the inner commissure of the eye fissure.</td>
<td>Face</td>
</tr>
<tr>
<td>Endocanthion (right and left) (en)</td>
<td>A point at the outer commissure of the eye fissure.</td>
<td>Face</td>
</tr>
<tr>
<td>Zygion (right &amp; left) (zy)</td>
<td>Most lateral point of the zygomatic arch.</td>
<td>Face</td>
</tr>
<tr>
<td>Interpupillary Distance (ID)</td>
<td>Distance between the centre of each pupil.</td>
<td>Eyes</td>
</tr>
<tr>
<td>Subnasale (sn)</td>
<td>Mid-point of the pronasale (tip of the nose) where the lower border of the nasal septum and the philtrum (upper lip) meet.</td>
<td>Face</td>
</tr>
<tr>
<td>Chelion (right &amp; left) (ch)</td>
<td>Located at each labial commissure (corner of the mouth).</td>
<td>Orolabiale</td>
</tr>
<tr>
<td>Alare (right &amp; left) (al)</td>
<td>Most lateral point on each alar (nostril) contour.</td>
<td>Nose</td>
</tr>
<tr>
<td>Pronasale (prn)</td>
<td>Tip of the nose.</td>
<td>Nose</td>
</tr>
<tr>
<td>Labiale Inferius (li)</td>
<td>Mid-point of lower vermilion line.</td>
<td>Orolabiale</td>
</tr>
<tr>
<td>Labiale Superius (ls)</td>
<td>Mid-point of upper vermilion line.</td>
<td>Orolabiale</td>
</tr>
<tr>
<td>Stomion (sto)</td>
<td>Mid-point of the labiale fissure.</td>
<td>Orolabiale</td>
</tr>
<tr>
<td>Sublabiale (sl)</td>
<td>Mid-point of the labiomental-sulcus.</td>
<td>Face</td>
</tr>
<tr>
<td>Pogonion (pog)</td>
<td>Anterior mid-point of the chin.</td>
<td>Face</td>
</tr>
</tbody>
</table>

Table 3:1 Facial landmarks selected for anatomical distinctiveness as hand–crafted features for the classification of ethnicity, using front and profile face images from the Pakistani Face Database (PFDB).
3.4.2 Dimensionality Reduction

To discard redundant data and retain the most significant features that capture ethnic variations amongst each facial image, two different dimensionality reduction techniques were used. Feature compression was achieved by two methods: Principal Component Analysis (PCA) (Fodor 2002) and Partial Least Square Regression (PLS) (Dormann et al. 2013). For experiment 1 which considered frontal images only, Principal Component Analysis (PCA) was used. In experiment 2, which considered profile images both Principal Component Analysis (PCA) and Partial Least Square regression (PLS) were used independently of one another to remove redundant data.

Principal Component Analysis is an unsupervised algorithm which seeks to reduce the dimensionality of the data by locating the Principal Components (PCs) of the original variables, along which the variation of the data is maximal. By identifying a reduced number of variables, the data can be analysed efficiently (Abdi and Williams 2010). Each data point can be divided into eigenvectors (Principal Components, $k$) which have a corresponding eigenvalue. The eigenvector determines the direction of the new feature space, while the eigenvalue highlights the amount of variance i.e. the magnitude and how spread out the data is on an x and y axis. Ultimately, the number of eigenvectors and eigenvalues corresponds with the number of dimensions in the data. By implementing the PCA model, the number of Principal Components, $k$, were chosen by selecting the
eigenvectors that accounted for 95% of the variance. Similarly, 10 Principal Components, \( k \), described 96% variance for experiment 2.

Partial Least Square regression (PLS) is a supervised dimensionality reduction algorithm that captures the variation that exists between the dependent and independent variables (Chierchia et al.). PLS is more powerful in its regression abilities because it searches for components that capture the highest degree of variance in \( x \), in addition to the direction which best describes \( x \) and \( y \). Whereas, PCA works to find the direction of highest variance only in \( x \) (Fodor 2002; Bukar et al. 2016).

### 3.4.3 Ethnicity Classification

Having used hand-crafted features to highlight the pertinent areas of the face, followed by the subsequent reduction in the dimensionality, a Linear Support Vector Machine (SVMs) is employed for binary data classification. Support Vector Machine (SVMs) are supervised Machine Learning models that function to identify a hyperplane, which best classifies data points within a given data space. Previous studies have demonstrated that SVMs is a powerful binary classifier and operates by defining an Optimum Separating Hyperplane (OSH) between two classes of data (Chierchia et al.; Nalavade and Meshram).

Given a training set, the input to the SVM algorithm is a set of trained labelled data \( \{(x_i, y_i)\} \) where, \( x_i \) is the data and \( y_i \) is the class membership i.e. the label; +1 or −1. In the context of the experiments
described within this chapter, the label $+1$ denotes a Pakistani image and
the label $−1$ denotes a Non-Pakistani image.

### 3.4.4 Model Evaluation

A $k$-fold cross validation technique was employed to evaluate the
performance of the learning system, where 90% of the data was used for
training and the remaining 10% for testing. During the process of $k$-fold
cross validation, the data is randomly separated into 10 partitions of equal
size. Nine of the partitions are used to train the model, and the remaining
partition is used for testing. This is repeated until each partition has been
used to test the model. The results are then averaged and analysed to
measure performance. We have used $k$-fold cross validation where $k=10$:
which means the value for $k$ is fixed to 10. The value is identified through
experimentation to generally result in a model skill estimate with low bias a
modest variance. Importantly $k$-fold cross-validation was not manually
implemented, instead the scikit-learn library was used, which provides an
application that will split a given data sample up. We created an instance
that splits the dataset into 3 folds, shuffles prior to the split, and uses a value
of 1 for the pseudorandom number generator. This is where the $k$-fold
cross-validation procedure is repeated n times, where importantly, the data
sample is shuffled prior to each repetition, which results in a different split
of the sample.
3.5 Experimental Results

Table 3.2 reports the ethnicity classification accuracies for the use of PCA and a Linear SVM for frontal and profile images. The classification rates are computed as percentages of the total number of test images that are accurately classified as Pakistani from within the dataset.

<table>
<thead>
<tr>
<th>Experimental Stimuli</th>
<th>SVM Classification Rate with PCA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal Images</td>
<td>65.71%</td>
</tr>
<tr>
<td>Profile Images</td>
<td>71.42%</td>
</tr>
</tbody>
</table>

*Table 3.2:* Linear Support Vector Machine (SVM) binary classification (%) of Pakistani ethnicity using Principal Component Analysis (PCA) for (i) front face images and (ii) profile images.

It is evident from Table 3.2 that the ethnicity classification results attained using PCA (experiment 1) were above chance level (>50%) for front view, whole-face images; 65.71 %. In contrast, a higher ethnicity classification accuracy is achieved when using profile images (71.42%), which is surprising considering the limited facial data. As, the profile face image reported a higher ethnicity classification using PCA (unsupervised model), it was considered a logical step to test whether, by implementing a supervised model, for redundant data removal, a higher performance accuracy would be achieved. Therefore, experiment 2 used Partial Least Square (PLS) reduction algorithm especially since published reports
highlight the reliability of PLS in classifying facial images by demographic information i.e. race/ethnicity (Guo and Mu; Phillips et al. 2011). Table 3.3 shows the results achieved for using both the reduction techniques on the dataset of 135 profile images.

<table>
<thead>
<tr>
<th>Profile Images</th>
<th>SVM Classification Rate (%) with PCA</th>
<th>SVM Classification Rate (%) with PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile Images</td>
<td>71.42%</td>
<td>76.03%</td>
</tr>
</tbody>
</table>

Table 3:3: Linear Support Vector Machine (SVM) binary classification (%) of Pakistani ethnicity from profile face images using an unsupervised model: Principal Component Analysis (PCA), and a supervised model: Partial Least Square (PLS).

To evaluate the accuracy of the ethnicity classification algorithm, Receiver Operating Characteristics (ROC) Curve was generated. The curve provides a graphical comparison of the true positive rates (TPR) and the false positive rates (FPR) at different thresholds. An ROC is produced to demonstrate the performance of the binary classifier and to evaluate its accuracy (Lever et al. 2016). The straight line which starts at the co-ordinates of (0,0) and ends at the co-ordinates of (1,1) indicates a random classifier, which acts as an invisible baseline. A key advantage of using ROC curve analysis is that the optimal point of interest i.e. the best trade-off between sensitivity and specificity, can be chosen for the investigated variable. According to the ROC curve (Figure 3.2) the experiment on binary ethnicity classification from profile images, which used PLS, outperformed the experiment with
PCA, demonstrating its strength as an algorithm. This is visually illustrated by the position of the blue PLS curve, which is shifted to the left of the red curve for PCA.

![Receiver Operating Characteristics Curve (ROC)](image)

**Figure 3.2:** Receiver Operating Characteristics Curve (ROC) for the binary classification of the Pakistani profile using PLS and PCA features.

The results show that the Pakistani facial profile is distinguishable from other ethnic facial profiles within the database. It is presumed that the differences are inherent in the measurements between each hand-crafted feature. The reason for this belief is because all the images within the database were annotated using the same landmarks and therefore any variation is presumed to be a direct result of the measurements. This is particularly important as published literature on facial anthropometry,
already reports distinctions between sub-groups of human populations. While the results presented are based on experiments using low-level features, they are the first of its kind considering the research question posed, therefore it is not possible to conduct comparative analyses with other published results. While the results are not significantly high, they are considered promising and do illustrate that the ethnic classification of the Pakistani face is achievable, even from a profile view face. Further, the results demonstrate that low-level face features do hold sufficient, discriminative information to allow the accurate categorization of a Pakistani face. There are however, evident drawbacks to the applied framework which relate to the repeatability of the results and the small dataset, which affect the accuracy of performance. Dealing with the issue of repeatability, each of the hand-crafted features were selected by a single user, and although the landmarks have predefined locations on the face, it is possible that when annotating the face images there may be slight discrepancies in the placement of the hand-crafted feature. This suggests that there is a chance for error and possibly lower results, since the process is manual and not automated. Further, the individual mapping of the low-level features is time consuming task which further makes the task prone to error, especially due to fatigue. With regards to the dataset, it is relatively small (270 images only) and may be considered restrictive when considering the varying characteristics of the face. Hence, this is a known limitation of the current experimental framework.
3.6 Conclusion

A binary ethnicity classification challenge has been attempted using images from the PFDB of front and profile images of 135 participants. To retrieve the most useful ethnic markers, low-level, hand-crafted features were used to extract discriminatory features. While a combined total of 26 features were used, i.e. 16 features on frontal images and 10 features for the profile face image. The low-level features were selected for their anatomical position on the face as well as their ecological validity, especially when considering that the region of the frontal face and view of the profile face, are typically examined during forensic facial image analysis.

Following on from feature extraction, the removal of redundant information was carried out using an unsupervised (PCA) and a supervised (PLS) algorithm. Since the ethnicity classification task is binary, the obvious choice of classifier was a Linear Support Vector Machine (SVMs). The highest reported ethnicity classification within the current Machine Learning framework, was using PLS for dimensionality reduction on profile view face images. A reported classification of 76.03% was achieved. The result demonstrates that low-level features do hold informative ethnic data. Given the inherent limitations, the present study is considered promising and is used as a benchmark for upcoming experiments. With an aim to attain better accuracy signature for image-based ethnicity classification, a natural progression to the use of Deep Learning (a sub-set of Machine Learning) is warranted. Given the numerous publications which report on the state-of-
the-art-classification Deep Learning achieves, it is hypothesized that by implementing Deep Learning, the performance accuracy for Pakistani ethnicity will grow significantly. The upcoming chapter aims to explore the role of high-level face features within a Deep Learning framework, which incorporates, augmented, criterion specific datasets. Chapter 4 presents a Deep Learning specific framework for the task of binary ethnicity classification, based on the full face in addition to testing the role of individual face components, i.e. eyes, nose and the mouth. It is hypothesized to be both robust, efficient and generate higher accuracy.
CHAPTER 4

DEEP-FACE FEATURES FOR ETHNICITY VERIFICATION

4.1 Introduction
The classification of ethnicity from facial images has gained significant popularity within Machine Learning. The motivation to categorize ethnicity from images of the face and its components i.e. eyes, nose and mouth stems from the role ethnicity plays in technology with applications in face-related biometric systems such as iris recognition (Gangwar and Joshi; Dua et al. 2019). Ethnicity is a stand-alone, variable trait (Fu et al. 2014), and within the Machine Learning arena demographic (ethnicity), classification has been reported for a spectrum of face datasets. For example, whole-face images (Hosoi et al.; Jilani et al.; Lu and Jain; Riccio et al.), face profiles (Jilani et al.) including silhouetted face profiles (Tariq et al.), and more recently with the use of 3D Facial Landmark data in Kendall Shape Space (Lv et al. 2020). In contrast, researchers have also used isolated face components namely the eyes (Mohammad and Al-Ani; Qiu et al.) and nose (Chang et al. 2006; Song et al. 2009), to address the problem of ethnicity classification.

Low-level, hand-crafted features have proven reliable as ethnic markers for Pakistani face images, as reported in Chapter 3. As low as 10 hand-crafted from coloured, profile images, are sufficient for image-based, ethnicity classification, of the Pakistani origin. Importantly, the results are
higher compared to previously published literature by Tariq et.al, who used profile silhouettes. However, manually annotating images is time-consuming, subjective (with regards to placement) and maybe subject to varied results based on the testing criteria as previously demonstrated, i.e. profile images give a higher accuracy rate compared to frontal images. With these drawbacks in mind, the decision to adopt an automated Deep Learning approach for feature extraction is justified.

Pre-trained Deep Learning models are known to achieve high classification rates; thus, this Chapter discusses a series of experiments, which implement 6 pre-trained Deep Learning algorithms (VGG-Face, VGG-16, VGG-19, ResNet-50, ResNet-101 and ResNet-152) on high-level full and partial-face data. The proposed approach for the experimental framework comprises of 2 components; (i) feature extraction using the weights of 3 Residual Learning models (ResNet-50, ResNet-101, ResNet-152), and 3 Convolutional Neural Networks namely, VGG-Face, VGG-16 and VGG-19, to learn information (ii) demographic (ethnicity) classification using Linear Support Vector Machine (SVM) algorithm as a binary, two-class technique. The goal is to identify the experimental conditions within which the model’s parameters are fine-tuned to yield a high ethnicity classification rate. To achieve this goal, a purpose-built dataset of images has been created.

The Chapter is organised as follows; literature related to the ethnic classification of facial images is discussed as part of Section 4.2. In Section
4.3, the experimental stimuli are discussed. Section 4.4 presents the proposed experimental framework. In Section 4.5 the experimental results are presented and Section 4.6 consists of a discussion. Finally, the Chapter is summarized in form of a conclusion in Section 4.7.

4.2 Literature Review

Ethnicity classification has been reported for the Chinese (Gao et al. 2008), Japanese (Bastanfard et al. 2007) and Korean race (Hwang et al.), however the South Asian, Pakistani ethnic group remains untried, with a single exception (Jilani et al.). Ou et al., carried out a binary classification task (Asian Vs Non-Asian class) using frontal face images. Real-time analysis was achieved using images from uncontrolled environments. Principal Component Analysis (PCA) was used to obtain the most variant features and a novel “321” algorithm was combined with a Support Vector Machine (SVM) to boost classification. The researchers reported an 82.5% classification accuracy for a database of 750 face images taken from The Facial Recognition Technology Database (FERET). In contrast, Hosoi et al. investigated a three-class (Asian Vs African Vs European) ethnicity classification task. From 1,991 facial images, key features were extracted by a combination of Gabor Wavelets Transformation (GWT) and retina sampling techniques. Since the classification was not binary, the Support Vector Machine used was expanded to a multi-clustering classifier. Based on the applied technique the estimation accuracy achieved was as follows: Asian: 96.3%, European: 93.1% and African: 94.3%. More recently, Han et
al. (2015) proposed an automatic multi-demographic (age, gender and race) framework. Biologically-Inspired Features (BIFs) were used to extract demographic informative features from facial images. And a Hierarchical classifier was applied to categorize face race. Lakshmiprabha (2016) produced a multi-modal framework for gender, ethnicity, age and expression classification. Images were collected from publically available databases such as the Japanese Female Facial Expression (JAFFE) and Facial Recognition Technology (FERET). A total of 357 images were collected and categorized into the following ethnic groups; White, Black, Indian and “Other” (consisted of Asian and Hispanic). Of the 357 images, 187 were used for testing and it was reported that the Active Appearance Model (AAM) generated the highest ethnic classification rate of 93.83%.

More recent methods of Deep Learning, ethnicity classification has been attempted by Anwar and Islam, 2017, who proposed a method of race classification using Convolutional Neural Networks (CNN) for deep feature extraction and a supervised learning algorithm (SVM) for classification. A total of 3 racial groups were tested; Asian, African-American and Caucasian and using $k$-fold cross validation the accuracies reported were above 90% at 98.28%, 99.66% and 99.05% for the Asian, African-American and Caucasian group respectively (Anwar and Islam 2017).

The literature on the use of facial images for ethnic and racial classification features a few consistent themes. Firstly, experiments have been conducted on previously published databases for example FERET.
This may be due to the limited demographic variability or participant restrictions which meant researchers resorted to images harvested from the internet. The issue here is that one is presented with a spectrum of results for various image-based classification problems, on homogenous datasets. Nonetheless it seems that the use of the FERET database remains the most common choice for researchers, possibly due to the size and variability of the dataset. However, the problem with using such an old database is that it is outdated in terms of the equipment used to capture the images, and may not reflect the most recent demographic trends. Another observation is the complexity surrounding the definitions of the terms “race” and “ethnicity”. The use of the words within the Machine Learning literature remains interchangeable but, where possible, researchers have drawn an association between facial appearance and geographical origin, i.e.: Middle-Eastern. However, drawing an association between geographical origin and appearance can prove difficult, especially since migration is associated with a geographical shift, and the transition introduces the opportunity for heterogeneity through intermarriage. Nonetheless, it is a given that facial appearances vary across the world. It is apparent that data for the South Asian race is limited. Further, ethnicity verification for facial images of the Pakistani ethnicity, remains under-investigated with a single exception (Jilani et.al).
4.3 Dataset

There are relatively few databases of facial images which are specific for demographic information such as race or ethnicity. Further, due to the lack of a standardised image capture process, there is considerable variability between published databases of facial images. Images derived from the PFDB (Chapter 2) are used as experimental stimuli for the upcoming experiments, but they have been manipulated to increase the data size. Students from the University of Bradford consented to have their face photograph taken using the HALO system: a multi-view, custody image capture system (Jilani et al. 2018). All raw (pre-processed) images were labelled with the ethnicity of the participant, which was self-defined. However, for participants of Pakistani origin, eligibility was dependant on whether both the maternal and paternal parents were of Pakistani ethnicity.

4.3.1 Image Collection

Participants were requested to remove any items of clothing which obstructed the view of their face including their neck. Any hooded item was either removed or lowered. Those who wore a headscarf were requested to attend their photography session wearing a dark, non-patterned headscarf. Further, it was requested that make-up be kept to a minimum and participants who wore glasses were requested to remove them during image capture. Participants were requested to not wear any jewellery/accessories from the collarbone above during their photography
session. Also, participants with long hair were requested to sweep it away from their faces, to ensure the periocular region was visible with clear visibility of the face. During photography, participants were requested to keep a neutral facial expression and to look directly into the camera lens. A foot marker was plotted out onto the floor to ensure the participants stood at the correct distance from the central camera panel.

4.3.2 Image Pre-Processing

All captured images went through a rigorous ‘clean up’ process. All the images were cropped around the face and neck (with background removal), and an effort was made to reduce any stray hair and jewellery, if they were visible. Participants who wore a headscarf also went through the process of cropping, whereby the image was cropped in line with the drape of the headscarf, see Figure 4.1. The reason for this was to remove redundant image information and secondly, to ensure the proportions of all the images are uniform and closely matched as possible. Image backgrounds have been removed to ensure maximum face data is used during the process of training and testing. For the upcoming experiments a total of 4 different augmented datasets have been created from original images that are derived from PFDB and include: 1,000 full-faces, 1,000 eyes, 1,000 nose and 1,000 mouth images, see Figure 4.2 for an example of the mouth stimuli. Augmented images are artificially expanded to increase the training
dataset, and is achieved by generating modified versions of existing data i.e. rotations, flips etc.

Figure 4.1: An example of multi-ethnic and multi-racial face images from the Pakistani Face Database, that have been processed using Adobe Photoshop CS6. Images have been cropped around the face and neck and have undergone processing to remove any visible jewelry.
Methodology

The experimental procedure entails extracting deep features using the 6 pre-trained Deep Learning models; ResNet models; 50/101/152 (Residual Learning based), and 3 Neural Network algorithms; VGG-F, VGG-16 and VGG-19. After feature extraction supervised learning is used to perform a binary classification using a Linear Support Vector Machine. Each Machine Learning model is used in isolation of one another for each experiment. A total of 6 experiments were conducted per feature condition i.e. 1,000 full-

Figure 4.2: A schematic of the isolated face-feature (mouth) augmentations. The original image of the mouth has undergone 4 additional manipulations, to increase the sample size, creating 5 images per face feature. The additional augmentations include (i) 90° clockwise rotation, (i) (ii) 90° counter-clockwise rotation, (iii) 180° rotations and, (iv) a section crop. The remaining face features (eyes and nose) were also augmented using Photoshop CS6 with the same degree of rotations.

4.4 Methodology

The experimental procedure entails extracting deep features using the 6 pre-trained Deep Learning models; ResNet models; 50/101/152 (Residual Learning based), and 3 Neural Network algorithms; VGG-F, VGG-16 and VGG-19. After feature extraction supervised learning is used to perform a binary classification using a Linear Support Vector Machine. Each Machine Learning model is used in isolation of one another for each experiment. A total of 6 experiments were conducted per feature condition i.e. 1,000 full-
face images, 1,000 isolated eye-crops, 1,000 isolated nose-crops and 1,000 isolated mouths-crops.

4.4.1 Data Pre-Processing

All images were resized to 224 × 224 pixels to ensure they conform to the input criteria of the pre-trained models.

4.4.2 Pre-Trained Model: VGG-F

The VGG-F model is a 37-layer deep Convolutional Neural Network developed by researchers from the Visual Geometry Group (VGG) at the University of Oxford (Parkhi et al.) The Machine Learning model is trained on a dataset of 2.6 million face images and achieved state-of-the-art results on benchmark datasets such as Labelled Faces in the Wild dataset (LFW) and the YouTube Faces (YTF).

4.4.3 Pre-Trained Model: VGG-16

The VGG-16 model is developed by Simonyan and Zisserman from the Visual Geometry Group (VGG) at the University of Oxford. The model consists of 16 layers (Simonyan and Zisserman 2014) and has an input criteria of RGB images at 224 × 224 image dimension. There are 13 convolutional layers with 3 × 3 size filters, 5 max-pooling layers with a 2 × 2 stride and 3 Fully-Connected (FC) layers; FC-6, (4096 channels), FC-7, (4096 channels) and FC-8, (1000 channels representative of the 1000
classes of the tested subset of the ImageNet dataset). The final layer is the soft-max layer, which functions to ascertain the probability of an outcome.

4.4.4 Pre-Trained Model: VGG-19

VGG-19 is an improved version of the VGG-16 model but with an increased depth of 43 layers, thus a deeper model. Similar to the other VGG-based models, the input data criteria is a RGB image of 224 × 224 dimension. There are 16 convolutional layers which use a 3 × 3 filter, and the convolution stride is fixed to 1-pixel. There are 3 Fully-connected layers, FC-6 and FC-7 that have 4096 channels each and FC-8 which contains 1000 channels. (Simonyan and Zisserman 2014). The final layer is the soft-max layer.

4.4.5 Residual Network

In 2015 Microsoft Research Asia developed Deep Residual Network (ResNet) (He et al.) which are deep compared to Convolutional Neural Networks, such as VGG-F. The ResNet model achieved the highest state-of-the-art performance on ILSVRC-2015 (The ImageNet Large Scale Visual Recognition Challenge). The critical feature of the residual networks are the “skip connections” known also as “shortcuts”, which function to avoid parts within the network, to get straight to the output, quicker without compromising accuracy.
4.4.6 ResNet-50

The ResNet-50 model (50-layer deep), is a deep Convolutional Neural Network (dCNN) architecture that was developed in 2015 and utilises residual learning (He et al. 2015). The model is trained on the ImageNet Dataset and can classify up to 1000 separate classes of objects such as mouse, pencil and keyboard and has achieved an accuracy of 92.02% on the ILSVRC 2012 dataset. Each residual block is 3 layers deep and like the CNN models, ResNet-50 has a fixed input size of 224 × 224 but instead consists of two paths; (1) main branch which are a series of neural network layers and (2) shortcut branch which is a direct path from the input to the output i.e.; identity shortcut.

4.4.7 ResNet-101

The ResNet-101 model is 101-layer deep and has been trained on over a million images of a 1000 different classes of objects originating from the ImageNet database. The model has a fixed input size of 224 × 224 dimension and each residual block is 3 layers deep.

4.4.8 ResNet-152

The main idea that went into building the ResNet-152 model was to stack residual blocks to form a very deep, 152-layer network. The input size for the model is 224 × 224 and like the other ResNet models, each residual block contains 3 convolutional layers. Residual networks have shown to improve the task of image classification over CNN (VGG-based) models.
When comparing CNN with ResNet models’ researchers have demonstrated that as the residual network gets deeper the accuracy increases, because of the identity-shortcut connection. The shortcuts can learn residual information without compromising on performance and without exhibiting signs of overfitting.

Given the known advantages of using residual learning models for classification of non-face stimuli, it is an obvious choice to investigate its efficiency for face data, especially ethnicity. Hence all three of the ResNet models have been implemented in our framework for the classification of binary ethnicity from face data including isolated face features. Alternatively, the VGG-Face dataset contains over 2.6 million face images of 2,622 different identities and was used to train the VGG-F model. Since the model has been previously applied on face data, it was a natural choice to select it for the proposed ethnicity classification framework. In contrast, VGG-16 and VGG-19 have been trained on a dataset of 1000 varied classes of objects instead of human faces, so it will be interesting to observe how the models behave when given face data.

4.4.9 Feature Extraction

Feature extraction is the process of parameterizing the input i.e. the face image, with a view to defining the most discriminating features. Since published literature has shown that Deep Learning models are capable of learning generic image features (LeCun et al. 2015), it is possible to use such features directly with a classifier in order to address an image-based
task. A total of three sets of features are retrieved using ResNet-50, RestNet-101, and ResNet-152. For the VGG-based experiments, layer 34 of the VGG-Face and VGG-16 model is used to extract discriminatory features, while layer 41 is used for the VGG-19 model. The initial layers of ConvNet represent local visual features of image and the deeper layers represent more global features. It is proven from recent studies (Mehmood et al. 2019; Ul Haq et al. 2019) that the convolutional layers are more suitable for localization and saliency extraction kinds of tasks and fully connected layers are more suitable for recognition and classification tasks. Therefore, we utilized features of FC7 layer and the FC6 layers is not utilized because it is the first deeper layer and features are not as mature as FC7. The FC8 layer is discarded because the VGG model is trained on ImageNet dataset which has 1000 classes the FC8 layer has 1000 activation which is used for the classification of the ImageNet dataset categories.

Given an input image, the process of feature extraction will entail learning parameters such as image height, image width, colour channels, skin colour image edge information, in addition to face-shape data from localized face-features such as the eyes, nose and mouth. Essentially, each input image is filtered through different layers of each pre-trained model independently. The pre-trained models consist of learnable parameters i.e. layered ConvNet, ‘C’ which in turn generate outputs ‘X’ for each layer in the network,

\[ C = c^1, c^2, c^3... c^n \text{ with the outputs such as } X_1, X_2, X_3... X_n \] (4-1)
4.4.10 Ethnicity Classification

A Linear classifier was employed for binary ethnicity classification. Support Vector Machine (SVMs) are supervised Machine Learning models that function to identify a hyperplane, which best classifies data points within a given data space. Published studies have demonstrated that SVMs is a powerful binary classifier and operates by defining an Optimum Separating Hyperplane (OSH) between two classes of data (Chierchia et al.; Nalavade and Meshram). For ethnicity classification, the two classes presented within the model are Pakistani (+1) and Non-Pakistani (−1).

4.4.11 Model Evaluation

A $K$-fold cross validation technique is used to evaluate the performance of all 6 of the pre-trained models (ResNet-50, ResNet-101, ResNet-152, VGG-F, VGG-16 and VGG-19). The face data ‘$D$’ is split into 10 mutually-exclusive parts of the same size, $D_1, D_2, D_3, \ldots, D_k$. The SVM algorithm is trained 10 times and during each rotation, 1 set is selected for testing and the remaining 9 sets are combined to create a training set. A $K$-fold cross-validation is conducted by 10 similar executions by using each of the ten partitions as a testing set in each iteration. During each iteration, relevant features are extracted from the training set and the classification is applied. The outcome of the classification is used to identify face images of Pakistani ethnicity.

We have used $k$-fold cross validation where $k=10$: which means the value for $k$ is fixed to 10. The value is identified through
experimentation to generally result in a model skill estimate with low bias a modest variance. Importantly $k$-fold cross-validation was not manually implemented, instead the scikit-learn library was used, which provides an application that will split a given data sample up. We created an instance that splits the dataset into 3 folds, shuffles prior to the split, and uses a value of 1 for the pseudorandom number generator. This is where the $k$-fold cross-validation procedure is repeated $n$ times, where importantly, the data sample is shuffled prior to each repetition, which results in a different split of the sample.

4.5 Experimental Results

The previous Section details the framework and methodology applied for image based ethnicity classification of Pakistani face images. In this Section, observations from the multiple experiments performed to evaluate the methodology, is presented. Experiments have been conducted on a dataset of 1,000 (500 Pakistani and 500 Non-Pakistani) face images, 1,000 isolated eyes, nose and mouth crops. By extracting features from images using the pre-trained ResNet-50, ResNet-101, and ResNet-152 models, close to near-perfect results were achieved for the binary classification of a Pakistani face using a dataset of 1,000 frontal images, Table 4.1.
Since the reported results for each of the 3 ResNet-models are very similar with little margin between each of the three models. For ease of data visualization, Figure 4.3 displays the results in a graph format.

<table>
<thead>
<tr>
<th>Feature Extraction Model</th>
<th>Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear Support Vector Machine (SVM)</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>98.8%</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>99.2%</td>
</tr>
<tr>
<td>ResNet-152</td>
<td>99.0%</td>
</tr>
</tbody>
</table>

**Table 4.1:** The performance accuracy (%) of Residual Learning models (ResNet-50/101/152) for the binary classification of the Pakistani Face, using a Linear Support Vector Machine Algorithm (SVM).

It is clear from visually examining the data that firstly, Deep Residual Networks are efficient in extracting feature detail from the face to ascertain...
ethnicity, especially for the Pakistani population. The strength of residual learning is the ability to skip layers within deeper network structures and yield higher precision for image-based classification tasks, namely ethnicity in this context. Thus, the results shown in Table 4.1 and Figure 4.3 suggest that ResNet-50, ResNet-101 and ResNet-152 are efficient in extracting high-level face information to address the ethnicity classification problem. In contrast, the performance accuracy for the VGG-based pre-trained models (VGG-F, VGG-16 and VGG-19) is shown in Table 4.2 and as part of Figure 4.4.

<table>
<thead>
<tr>
<th>Feature Extraction Model</th>
<th>Classifier</th>
<th>Linear Support Vector Machine (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-Face</td>
<td></td>
<td>87.1%</td>
</tr>
<tr>
<td>VGG-16</td>
<td></td>
<td>93.2%</td>
</tr>
<tr>
<td>VGG-19</td>
<td></td>
<td>87.6%</td>
</tr>
</tbody>
</table>

**Table 4:2**: The performance accuracy (%) of Convolutional Neural Network models (VGG-F/VGG-16/VGG-19) for the binary classification of the Pakistani Face, using a Linear Support Vector Machine Algorithm (SVM).
It is evident from looking at Figure 4.4 that while the VGG-based models perform competitively, the VGG-16 model outperforms both VGG-F and VGG-19, with an accuracy of 93.2%. On the contrary, VGG-F achieved the lowest classification rate, albeit above 80% with a hit rate of 87.1%. This is comparable to the accuracy performance achieved by VGG-19, with a hit rate of 87.6%. While the results differ for each of the 6 evaluated Deep Learning models, it is important to acknowledge that the dataset for each of the models was the same. Thus, the results report the adequacy and robustness of each of the models without any external factors, influencing the results. It is fair to draw the conclusion that Deep Learning models are far more accurate and competent in extracting high-level data from face images, to classify the Pakistani ethnicity. Further, the results demonstrate
that all 6 of the Deep Learning models performed above chance (> 50%) suggesting the repeatability of the results and validity of the applied methodology. Having obtained the classification performance of the 6 pre-trained models on a dataset of 1,000 face images, experiments were conducted to ascertain whether isolated face components i.e. eyes, nose and mouth are also as informative and discriminatory for binary ethnicity classification. Essentially, it is deemed important to see whether the features are enriched when tested alone, or whether they all have equal importance when presented collectively. Additional experiments were carried out using the same 6 pre-trained models (ResNet-50/101/152, VGG-F/VGG-16/VGG-19) on datasets of 1,000 eyes, nose and mouth (Table 4.3).
<table>
<thead>
<tr>
<th>Feature Extraction Model</th>
<th>Linear Support Vector Machine (SVM)</th>
<th>Face Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>85.9%</td>
<td>Eyes</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>85.6%</td>
<td>Nose</td>
</tr>
<tr>
<td>ResNet-152</td>
<td>87.4%</td>
<td>Mouth</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>91.5%</td>
<td></td>
</tr>
<tr>
<td>ResNet-101</td>
<td>91.8%</td>
<td></td>
</tr>
<tr>
<td>ResNet-152</td>
<td>91.7%</td>
<td></td>
</tr>
<tr>
<td>ResNet-50</td>
<td>94.8%</td>
<td></td>
</tr>
<tr>
<td>ResNet-101</td>
<td>94.3%</td>
<td></td>
</tr>
<tr>
<td>ResNet-152</td>
<td>95.7%</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.3:** Performance accuracy (%) for the binary ethnicity classification of isolated face-components: (1) Eyes, (2) Nose and (3) Mouth using ResNet-50, ResNet-101 and ResNet-152, and a Linear Support Vector Machine (SVM) Classifier.

The results achieved from the isolated face-components demonstrate that the eyes, nose and mouth are reliable features, which can be used in isolation of one another to separate between the Pakistani and Non-Pakistani class. Firstly, by visually assessing the Table of results, the mouth is a feature of the lower face, which in isolation reports the highest classification, followed by the nose and then lastly, the eyes. ResNet-152 looks to outperform both ResNet-50 and ResNet-101 on mouth data, achieving 95.7%. The performance accuracy between ResNet-101 and ResNet-152 is very close at 91.8% and 91.7% respectively on the dataset.
of 1,000 nose images. Concluding that ResNet-101 generates the highest accuracy for the nose. The eyes are the only face-feature which reports a performance accuracy of below 90% with 85.9%, 85.6% and 87.4% for ResNet-50, ResNet-101 and ResNet-152, respectively. Experiments implementing the VGG-based models were also conducted to the dataset of isolated face-components for comparative analyses, Table 4.4. Importantly, the experimental set-up and testing dataset remained the same.

<table>
<thead>
<tr>
<th>Feature Extraction Model</th>
<th>Linear Support Vector Machine (SVM)</th>
<th>Face Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-Face</td>
<td>71.2%</td>
<td>Eyes</td>
</tr>
<tr>
<td>VGG-16</td>
<td>78.0%</td>
<td></td>
</tr>
<tr>
<td>VGG-19</td>
<td>74.2%</td>
<td></td>
</tr>
<tr>
<td>VGG-Face</td>
<td>74.3%</td>
<td>Nose</td>
</tr>
<tr>
<td>VGG-16</td>
<td>81.5%</td>
<td></td>
</tr>
<tr>
<td>VGG-19</td>
<td>82.9%</td>
<td></td>
</tr>
<tr>
<td>VGG-Face</td>
<td>76.9%</td>
<td>Mouth</td>
</tr>
<tr>
<td>VGG-16</td>
<td>86.7%</td>
<td></td>
</tr>
<tr>
<td>VGG-19</td>
<td>81.0%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Performance accuracy for binary ethnicity classification of isolated face-components: (1) Eyes, (2) Nose and (3) Mouth using VGG-F, VGG-16 and VGG-19, and a Linear Support Vector Machine (SVM) Classifier.
Similarly, the results reported by the VGG-based models confirm that the tested face-components i.e. eyes, nose and mouth, are enriched and can be applied to the task of ethnicity classification. Further demonstrating that there is no requirement to train Machine Learning models with full-face images. While VGG-F, VGG-16 and VGG-19 perform competitively, VGG-16 outclassed VGG-19 and VGG-F on the eye and mouth dataset, achieving 78% and 86.7% respectively. In contrast, VGG-19 marginally outclassed VGG-16 on the nose dataset by a margin of 1.4%. When comparing the results on the dataset of the 1000 eyes, nose and mouth images, between the 6 investigated models, the Residual-Learning models (ResNet-50, 101 and 152) exceed the performance accuracy achieved by VGGF, VGG-16 and VGG-19, see Figure 4.6.
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**Figure 4:5**: A combined column graph to show the performance accuracy (%) between different Deep Learning models (ResNet-50/101/152, VGG-F, VGG-16 and VGG-19) for the classification of isolated Pakistani face-components; Eyes, Nose and Mouth, using a Linear Support Vector Machine (SVM) classifier.
When analyzing Figure 4.5, it is apparent that the features with the greatest potential are those which constitute the lower portion of the face, i.e. the nose and the mouth. The graph clearly illustrates the robustness of individual face-components when using Deep Learning models for image based ethnicity classification. By visual observation it is apparent that the nose and the mouth in isolation yield a high classification rate and are strong ethnic markers for the Pakistani face. To determine the effectiveness of the results achieved, performance metrics such as Sensitivity and Specificity are calculated,

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (4-2)
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (4-3)
\]

Sensitivity is the value of the positive class that has been correctly identified (True Positive Ratio), while Specificity is the value of the negative class which has been correctly identified (True Negative Ratio) (Fawcett 2006; Powers 2011). The true positive ratio (TPR) and the false positive ratio (FPR) are defined as,

\[
\text{TPR} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}} \quad (4-4)
\]

\[
\text{FPR} = \frac{\text{True Negative}}{\text{True Negative} + \text{False Negative}} \quad (4-5)
\]
“True Positive” is the total number of instances the Machine Learning model makes a correct prediction; “False Positive” is the total number of cases for which the model yields an incorrect prediction; “True Negative” is the total of cases for where the model has correctly predicted a non-match; “False Negative” is the total number of cases where the model has incorrectly predicted a non-match (Fawcett 2006). By combining Sensitivity and Specificity the overall performance accuracy of the classification algorithm can be shown in form of a confusion matrix.

A confusion matrix highlights that for any given experiment there are 1 of 4 outcomes (Figure 4.6). Given a set of data points \((x^{(i)}, \ldots, x^{(n)})\), where each \(x^{(i)}\) has \(n\) features associated to a set of outputs \((y^{(i)}, \ldots, y^{(n)})\). The confusion matrix represents how a given classifier learns to predict \(y\) from \(x\).

\[\begin{array}{ccc}
\text{TRUE POSITIVE} & \text{FALSE NEGATIVE} \\
\text{TP} & \text{FN} \\
\text{TRUE NEGATIVE} & \text{FALSE POSTIVE} \\
\text{TN} & \text{FP}
\end{array}\]

**Figure 4.6:** A schematic of a Confusion Matrix which is a layout that allows visualization of the performance of an algorithm.
A visual representation of the values attained from the confusion matrix is shown in form of a Receiver Operating Characteristics (ROC) Graph. Figure 4.6 represents the generated ROC for the full-face experiments conducted using ResNet-features, while Figure 4.7 shows the ROC for the VGG-features.

![ROC Graph](image)

**Figure 4.6**: Receiver Operating Characteristics (ROC) Curve using ResNet features for the binary classification of full-faces on a dataset of 1,000 images.

Figure 4.6 shows the ROC for the full-face experiment using three Deep Learning algorithms; ResNet-50, ResNet-101 and ResNet-152. All three models performed marginally close-to-perfect, which is depicted by the position of the performance lines, i.e. positioned to the left of the axis. Despite having seemingly lower accuracy (98.8%), RestNet50, having an area under the curve (AUC) of 0.9990 demonstrates competitive performance. This proves that in the presence of sufficient face detail, the
50-layered architecture can capture strong ethnicity traits.

In comparison, Figure 4.7 shows the ROC for the full-face experiment using the three VGG-based Deep Learning algorithms; VGG-F, VGG-16 and VGG-19. By visually analyzing the placement of the performance lines on the ROC, it appears that the VGG-based experiments do not perform equally and with reduced performance, to the Residual learning models. This is depicted by the position of the performance lines on the graph since the lines are closer to the center. Further, a low accuracy is reported in the values for the area under the curve (AUC). AUC values which fall between .90 – 1 are known to be excellent indicators of accuracy. When comparing the strength of performance, it is evident that all 6 of the
Deep Learning models report excellent classification, and the results are a clear indication of the discriminatory abilities of Deep Learning models for binary ethnicity classification from full-face and face component data.

4.6 Discussion

The classification of full faces and its internal-feature components i.e. eyes, nose and mouth, is an interesting challenge within the field of Machine Learning. The results presented in this Chapter are novel because the application of Deep Learning algorithms for the ethnic classification of Pakistani face and face-features particularly, remains unchallenged. The results achieved for the full-face ethnicity experiment using Residual Networks (ResNet), outperforms Ou et. al, study on the binary (Asian Vs. Non-Asian) classification and Hosoi et. al, study of a three class (Asian Vs. African Vs. European) ethnicity task. However, the results are also in line with those reported by Muhammad et. al. (2012) who achieved 98.42%, 95.56%, 93.65%, 100% and 98.18% for the Asian, Black, Hispanic, Middle-Eastern and the White racial class respectively, albeit implementing a different methodology with Local Binary Patterns (LBP).

Islam (2017) implemented VGG-F for feature extraction using 68 points from the face to investigate ethnicity classification of the White, Black and the Asian class. A total of 10 varied face image databases including the Chicago Face Database, Facial Recognition Technology Database (FERET), Japanese Female Face Expression (JAFFE) were used for
training and testing. By combining a range of the databases, Islam and colleagues created a pool of 8291 Asian face images, 1035 Black face images and 4068 White face images. K-fold cross validation was conducted and a linear classifier was applied. The reported results were above 90% even with the inter-database differences such as lighting, pose and emotion.

However, while the results are higher in comparison to those achieved with the full-face experiment presented within this Chapter, a key disadvantage is the lack of sufficient high quality face data. The researchers do not provide a definition of what ethnic group constitutes ‘Asian’ or ‘Black’, what is known, is that the classification does not consider the South Asian race, nor the Pakistani ethnic group. A potential reason for this being the lack of face data available for the group. Thus, while the reported results from the Islam 2017 study are higher compared to those presented in this Chapter, the novelty of the research remains. A key challenge which is of great importance is computational time, as it is important to ensure a framework is computationally efficient. From the moment of data input to the point where the images have been classified accurately, required on average 20 minutes. While, a comparison between computational time from previously published literature is not feasible (due to the unavailability of such knowledge), it is expected that other methods of ethnicity classification may also be time consuming. Especially when considering the human perspective for the classification of ethnicity based on face images (discussed in the upcoming Chapter 6). Ultimately, by working with Deep
Learning the efficiency of the work is not compromised when considering the high-performance accuracies that are achieved.

### 4.7 Conclusion

Multiple, binary ethnicity classification experiments have been conducted using multi-ethnic frontal face images, as well as face components. Deep Learning models namely ResNet-50, ResNet-101, ResNet-152, VGG-F, VGG-16 and VGG-19 were used to extract face information, which subsequently was forwarded to a Linear classifier, for a two-class (Pakistani or Non-Pakistani) grouping.

The results achieved show the strength of performance of Deep Learning algorithms since the implemented framework concludes 99.2% accuracy on a dataset of 1,000 full face images for the ethnic classification of the Pakistani face using the model ResNet-101. In contrast, a performance accuracy of 93.2% was achieved on a dataset of 1,000 full face images using the VGG-16 model. Since such promising results were achieved using full face information, it was important to ascertain whether the Machine Learning models would perform comparably, with augmented face-components, i.e. eyes, nose and the mouth. Further experiments were carried out using isolated face-features i.e. the eyes, nose and mouth. Again, high performance accuracies are reported for the 3 different datasets, which concluded 91.8% on nose images using ResNet-101 and 95.7% on mouth images, using ResNet-152. The reported results highlight
the vigor of Deep Learning models in addition to the descriptive nature of the nose and mouth. The lowest performance accuracy reported by all 6 of the pre-trained models was on the data of 1,000 eye images, suggesting that it is the least informative feature when attempting to classify ethnicity. Although the classification rates are above chance (50%), since ResNet-152 attained 87.4% and VGG-16 concluded 78% accuracy. The margin of error is far greater, when comparing to the other features.

To further study the discriminatory power of Deep Learning models, and the enriched nature of the nose and mouth, further experiments are required. Moreover, in a test to investigate whether discrimination ability can be increased, face features are combined for the upcoming experimental Chapter. It is hypothesized that performance accuracy will increase as the data sample is further augmented, although it will not be surprising if there isn't a significant increase, since a challenging dataset will be probed.
CHAPTER 5
PARTIAL FACE DATA FOR ETHNICITY VERIFICATION

5.1 Introduction

To further explore the role of face-components this Chapter presents a series of experiments on a set of challenging image datasets. The expressive nature of the nose and mouth features are further tried, using a novel catalogue of 2,200 images, which contains partial data, potentially making the task of ethnicity classification increasingly demanding. The motivation behind investigating the nose and mouth features is driven by the high-performance accuracy reported in the previous experiments, thus it is natural to devise supplementary experiments, to determine their true robustness.

In line with this, additional experiments are also proposed based on the concept of feature combinations. The feature combination datasets consist of two features such as: (i) eyes and nose, (ii) nose and mouth and (iii) mouth and eyes. The theory behind combining face features is to explore whether by combining the internal components of the face, a higher ethnic recognition rate is achieved. This notion doesn’t appear to have been previously attempted within the discipline of Machine Learning, nor for ethnicity classification.
The human nose is the most centralized and protrusive feature on the face (Harkema et al. 2006). By using images of the nose as a primary feature for image-based classification, there are several advantages. Firstly, the shape of the nose is robust to changes caused by variations in facial expression, and is unaffected by facial hair. Furthermore, anthropometric studies report both gender and ethnicity differences in the shape and size of the nose (Ohki et al. 1991; Ozdemir and Uzun 2015; Elsamny et al. 2018). The stability of the nose appearance within an individual, and the invariance of nasal shape over time, highlights the significance of this surface feature for image-based ethnicity classification.

The mouth is positioned directly beneath the nose and is the oral cavity through which food and the air enters the body. The impact of ethnicity on the mouth region has been reported by researchers who have demonstrated that the mouth width (measured chelion to chelion) is identical between males and females from the North American White population, Egyptian, Iranian and Turkish. However, significantly smaller for those of Vietnamese heritage (Farkas et al. 2005). While the Farkas study reports on variances of the face, which includes the mouth area, there is no published literature with a Machine Learning framework, which investigates the role of mouth features for ethnicity discrimination. Therefore, it is envisaged that the upcoming studies will be a first, and serve as a benchmark for future studies.
The experiments discussed within this Chapter, implement pre-trained Machine Learning algorithms for nose and mouth feature based ethnicity classification. A sub-set of these primary experiments, is the feature combination experiments. The proposed method for ethnicity classification consists of 2 components; (i) Feature extraction using weights of VGG-Face, VGG-16, VGG-19, ResNet-50, ResNet-101 and ResNet-152 and (ii) ethnicity classification using a Linear Support Vector Machine (SVM) algorithm as a binary procedure.

The Chapter is organised as follows; a literature review on ethnicity classification, related to the role of face features specifically the nose and mouth, is presented as part of Section 5.2. In Section 5.3, the experimental stimuli are discussed, while Section 5.4 reports the methodology. In Section 5.5 the experimental results are presented then the discussion Section is reported in Section 5.6. To conclude the Chapter, Section 5.7 presents a synopsis of the findings.

### 5.2 Literature Review

Ethnic variations in facial appearance are significant and the physiological makeup is dependent upon a person’s ethnicity (Greenwell et al.; Islam et al.). It has been reported that asymmetric dimensions in anthropometry can be an indicator of gender and ethnicity. Images taken from the MORPH and FERET database were used to demonstrate male faces to be more asymmetric compared to females. African participants were reported to have asymmetric face dimensions compared to Europeans, and
comparable face measurements were noted amongst Hispanic and European participants (Sajid et al. 2018).

While the mouth was not used as a stand-alone feature, in the Srinivas et. al, (2017) study. A CNN-based framework was used for predicting fine-grain ethnicity (defined by the authors as a refined category of a human group) for 5 classes: Chinese, Japanese, Korean, Vietnamese and Filipino (Srinivas et al. 2017). Face and face regions from the Wild East Asian Face Dataset (WEAFD), were located and annotated using Dlib. Regions included the eyes, mouth, lower face (inclusive of all three face features as well as the chin), center of the face (nose only) and the left and right side of the face.

The methodology employed by the Srinivas et. al, (2017), made use of two different CNN models, one for the whole face condition (Network A), and another for the sub-region condition (Network B). A key difference between the two models were the feature parameters; Network A had 3,573,028, while Network B had 1,688,550. While the results for fine grain ethnicity were low, 24.0% for experiments 1 and 33.33% for experiment 2. The authors acknowledged the limitations of their training and testing data, was the predominant reason for the low accuracy. Although, the results did highlight that the features learned in the first convolutional layers and ultimately used to discern ethnicity include the shape of the nose, eyebrows and the lips. This provides a rational foundation to suggest that the region of the mouth can be an enriched feature for demographic classification.
The classification of ethnicity from distances between the internal components of the face (i.e. eyes, nose and mouth) was carried out by Masood et. al, (2018). Using a total of 357 images for training and 90 for testing, three ethnic groups were investigated; Mongolian, Caucasian and Negro (described as per the researcher), and a comparative analysis was conducted between 2 methods of analysis. Artificial Neural Network (ANN) and Convolutional Neural Network (CNN). It was concluded that CNN reported higher results with 98.6% accuracy compared to 82.4% for ANN (Masood et al. 2018).

The nose is an useful biometric (Chang et al. 2006), although the availability of nose-related literature is limited. Lv et. al (2018) introduced a novel 3D Nose Shape Net classifier for gender and ethnicity classification. To construct a 3D Nose Shape Net, a nose measurement method is required to ascertain the distances between the different noses within a given dataset and then the images are clustered into groups. By using the nose clustering results, the 3D nose is constructed. Using the Bosphorus3D face image database and the FRGC2.0, the authors reported an ethnicity classification of 89.2% for the Asian ethnicity and 87.4% for the White. A similar study on the use of 3D nose shape information has also been reported by Drira et. al (2019).

Such literature demonstrates the strength of the internal components of the face, inclusive of the nose and mouth, as information-rich features. The literature review demonstrates that the use of nose and
mouth images for demographic (ethnicity) identification has proven successful. The nose and mouth is a robust are discriminative features and the literature review proves their reliability.

5.3 Dataset

A total of 100 Pakistani and 100 Non-Pakistani images were selected from the Pakistani Face Database. Images which constitute the Non-Pakistani class, are varied and include Black, Caucasian, East Central Asian, Kurds etc. as well as the South Asian, Gujarati (Indian) ethnicity. The assigned ethnicity of each image was determined by asking the participants to self-identify their ethnicity. For participants of Pakistani origin, eligibility was dependant on whether both the maternal and paternal parents were of Pakistani ethnicity. All the facial images were cropped around the region of the nose using Photoshop CS6 to generate a sub-dataset of the varied nose regions, see Figure 5.1. To keep all the information, it was ensured that the entire nose was cropped, showing clearly the nasal bridge, the pronasale (nasal tip) as well as the nasal alars (nostrils).
A total of 11 images have been created (from the baseline 200 participants) per subject by the means of augmentation, consequently building a database of 2,200 nose images, see Figure 5.2. The dataset is equally split between the Pakistani and Non-Pakistani class (1,100 images per class). A further 4 datasets have been generated for ethnicity classification; (1) database of 2,200 mouth images (Figure 5.3), (2a) feature combination consisting of eyes and nose, (b) nose and mouth and (c) mouth and eyes. The feature-combination datasets consist of 1,200 images in total (600 Pakistani images and 600 Non-Pakistani), there are 6 images per participant; 3 images per feature at rotations of 90° clockwise, 90° counterclockwise and 180° rotation (see Figure 5.4).
Figure 5.2: An example of the augmented Nose dataset consisting of 11 images per participant. The image shown is of a South Asian, Pakistani participant. (Augmented positions: 1. 25° counter-clockwise, 2. Full nose, 3. 25° clockwise, 4. Pronasale and alars, 5. Pronasale, 6. Partial nose, 7. 180° rotation, 8. Vertical flip, 9. Single alar, 10. Horizontal flip and 11. 90° rotation.)

Figure 5.3: An example of the augmented mouth image dataset, showing 11 images for a single participant. (Augmented positions: 1. Upper vermillion, 2. Lower vermillion, 3. Left chelion, 4. Lips zoom, 5. Stomion, 6. Right chelion, 7. Normal mouth, 8. 180° rotation, 9. Horizontal flip, 10. 90° clockwise, 11. 90° counter-clockwise.)
5.4 Methodology

The approach to feature extraction and classification is the same as previously described in Chapter 4. Deep features are extracted using the 6 pre-trained Machine Learning models; ResNet-50, ResNet-101, ResNet-152, VGG-Face, VGG-16 and VGG-19. All images used as part of the experiments were resized to a dimension of 224 × 224 to ensure they conformed to the input criteria of the pre-trained models.

5.4.1 Feature Extraction

The activation of the last pooling layer (2048 dimension) of each of the ResNet models was used, for feature representation. Whereas, for VGG-feature representation the Fully-Connected layer 7 (FC-7) with 4096
dimension was used, discounting FC6 and FC8. In total, three sets of features were retrieved using ResNet-50, RestNet-101, and ResNet-152 Neural Networks. Similarly, 3 sets of features were extracted using each of the three VGG-based models.

5.4.2 Classification

Having used Machine Learning-based feature extraction with ResNet-50, ResNet-101, ResNet-152, VGG-Face, VGG-16 and VGG-19, models independently. A Linear classifier was employed for binary classification (Pakistani vs Non-Pakistani ethnicity). For ethnicity classification for the different datasets, the two categories are Pakistani (+1) and Non-Pakistani (−1).

5.4.3 Model Evaluation

A $k$-fold cross validation technique was employed to evaluate the performance of the pre-trained models. The data ‘$D$’ is divided into 10 equal sections and the SVM algorithm is trained 10 times, whereby during each cycle, 9 sets of data are used for training and 1 is used for testing. By repeating the process 10 times it is ensured that each mutually exclusive dataset has been used for both training and testing. This is important or else the model could fail to recognise trends in data. We have used $k$-fold cross validation where $k=10$: which means the value for $k$ is fixed to 10. The value is identified through experimentation to generally result in a model skill estimate with low bias a modest variance. Importantly $k$-fold cross-
validation was not manually implemented, instead the scikit-learn library was used, which provides an application that will split a given data sample up. We created an instance that splits the dataset into 3 folds, shuffles prior to the split, and uses a value of 1 for the pseudorandom number generator. This is where the $k$-fold cross-validation procedure is repeated n times, where importantly, the data sample is shuffled prior to each repetition, which results in a different split of the sample.

5.5 Experimental Results

A total of 5 experimental conditions (i.e. nose image only, mouth images only, eyes and nose feature-set, nose and mouth feature-set and mouth and eyes feature-set) have been investigated. Using 6 pre-trained Machine Learning models, experiments have first been conducted on a dataset of 2,200 nose and 2,200 mouth images (1,100 Pakistani and 1,100 Non-Pakistani). After which, experiments were conducted using face-feature combinations. By extracting features from images using three pre-trained Deep Learning models; ResNet-50, ResNet-101 and ResNet-152, a classification result of above 90% is reported, for the binary classification of a Pakistani nose on a dataset of 2,200 nose images, see Table 5.1.
The ResNet-50 model outclassed ResNet-101 and ResNet-152, achieving 94.1% whereas ResNet-152 marginally outperformed ResNet-101 attaining 93.6% and 93.4% respectively. However, when assessing the results visually, the Residual Learning models have performed comparably, and this is reflected in the closeness in their reported accuracy, demonstrating competitiveness. In contrast, the experimental results for the three VGG-based models (VGG-Face/VGG-16/VGG-19) are varied and lower compared to the ResNet models. The performance accuracies are not comparable to the ResNet models, and may be attributable to the finding that the ResNet models are classed as deeper models, which are architecturally different and report higher accuracies. However, VGG-16 does outperform VGG-F and VGG-19 in the binary classification task, see Table 5.2.

<table>
<thead>
<tr>
<th>Feature Extraction Model</th>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>Linear Support Vector Machine (SVM)</td>
<td>94.1%</td>
</tr>
<tr>
<td>ResNet-101</td>
<td></td>
<td>93.4%</td>
</tr>
<tr>
<td>ResNet-152</td>
<td></td>
<td>93.6%</td>
</tr>
</tbody>
</table>

Table 5.1: Performance accuracy (%) for the binary ethnicity classification of 2,200 isolated face-feature (nose) images, using Residual-Networks, for the Pakistani ethnicity.
In addition to the nose being tested as a feature of ethnic relevance for the Pakistani face, a series of experiments were conducted using a challenging dataset of 2,200 mouth images. The experimental results in Chapter 4 has demonstrated the robustness of the lower-face feature, as an ethnic marker, hence it has been further interrogated. All 6 Machine Learning models were used to discern whether the mouth is an informative feature and Table 5.3 shows the ethnicity classification of the region. It is apparent that while the Deep Learning models are effective at attaining information sufficient to categorise ethnicity from the mouth, the classification of the ethnicity from the nose outperforms the region of the mouth. A possible explanation as to why, may be the challenging nature of the mouth data which consisted part mouth images, thus the restrictive nature may have impacted performance accuracy.

<table>
<thead>
<tr>
<th>Feature Extraction Model</th>
<th>Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear Support Vector Machine (SVM)</td>
</tr>
<tr>
<td>VGG-16</td>
<td>90.8%</td>
</tr>
<tr>
<td>VGG-19</td>
<td>87.5%</td>
</tr>
<tr>
<td>VGG-Face</td>
<td>79.9%</td>
</tr>
</tbody>
</table>

*Table 5.2:* Performance accuracy (%) for the binary ethnicity classification of 2,200 isolated face-feature (nose) images, using Convolutional Neural Networks, for the Pakistani ethnicity.
Upon visual observation of Table 5.3, ResNet-101 (91.5%) marginally outperforms both ResNet-50 and ResNet-152, when classifying the mouth as a hallmark of ethnicity. Whereas, VGG-16 (86.2%) outclasses VGG-19 and VGG-F when classifying Pakistani ethnicity from mouth images only. Ultimately, the classification of both the lower-face, isolated face regions (mouth and nose) is above 90% when residual learning is applied, in
comparison to the VGG-based models, which concludes a lower classification.

Supplementary experiments were also conducted which focused on the use of feature combinations i.e. eyes and nose, nose and mouth and mouth and eyes, which successfully revealed that the features most central to the face are the most discerning for ethnicity, i.e. the nose and mouth combination (Table 5.4). The results are in-line with those reported in Chapter 4 earlier, which highlighted that the features of the lower face are the most enriched.

<table>
<thead>
<tr>
<th>Feature Extraction Models</th>
<th>Linear Support Vector Machine (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eyes &amp; Nose</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>85.8%</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>85.5%</td>
</tr>
<tr>
<td>ResNet-152</td>
<td>84.4%</td>
</tr>
<tr>
<td>VGG-16</td>
<td>81.5%</td>
</tr>
<tr>
<td>VGG-19</td>
<td>79.5%</td>
</tr>
</tbody>
</table>

**Table 5.4:** Performance accuracy (%) for the binary ethnicity classification of the Pakistani face using face-feature combinations: (i) eyes and nose, (ii) nose and mouth and, (iii) mouth and eyes.

The results achieved from the isolated feature combinations also demonstrate that, the nose and mouth features yield the highest results consistently. The results are closely followed by the mouth and eyes and the eyes with nose combination. The results show that the internal features
i.e. eyes, nose and mouth do provide reliable information to separate between the Pakistani and Non-Pakistani features. However, the nose and mouth are features which yield the highest accuracy and therefore are the most robust for image-based ethnicity classification (Figure 5.4).

Figure 5.5: Comparative analysis between Residual Learning and Convolutional Neural Network models, for the classification of Pakistani ethnicity using isolated face-feature combinations; (i) eyes and nose only, (ii) nose and mouth and (iii) mouth and eyes.

Importantly, the reported results are in line with literature which proposes that isolated face regions, specifically the nose and mouth are important in determining ethnicity in humans (Hosoi et al.; Azzakhnini et al. 2018). To determine the effectiveness of the results achieved, performance metrics such as sensitivity and specificity were calculated. A visual representation of the values is shown in form of a Receiver Operating Characteristics (ROC) Graph. Figure 5.5 shows the ROC generated for the nose experiment using ResNet-features (experiment 1). While, Figure 5.6 shows
the ROC for VGG-features also using nose data (experiment 2). By looking at Figure 5.5 it is evident that all three ResNet models performed similarly (i.e. within the region of >90%), which is depicted by the position of the performance lines, that are positioned to the left of the axis.

Despite having seemingly lower accuracy, RestNet-101, having an area under the curve (AUC) of 0.9773 demonstrates competitive performance. This shows that even with limited facial detail i.e. nose images only, the deep-layered architecture is sufficient at capturing ethnicity traits. Figure 5.6 shows the ROC for the isolated nose images using VGG-features. Unlike the ResNet models which are trained on none-face images and performed competitively. The VGG-based models, which are trained specifically on a

Figure 5:6: Receiver Operating Characteristics (ROC) Curve for the binary classification of the Pakistani nose, using ResNet-Features. The True Positive Rate (TPR) is the value of cases where the data has been correctly identified. False Positive Rate (FPR) is the value of cases where data has been incorrectly identified as a positive.
dataset of faces, did not perform comparably to the ResNet models. Such results are surprising especially since they are trained on aspects of the face. However, it is apparent from the ROC curve that VGG-16 outperforms the other two models, and VGG-19 outclassed VGG-Face.

Comparing both the ROC curves, Deep Neural Networks extract relevant information, especially when there is very little facial detail, to yield a high-performance accuracy, in comparison to the VGG-based models.

In contrast, the ROC shown in Figure 5.7 is for the ResNet mouth features, whereas Figure 5.8 shows the ROC for the VGG-features based on the models; VGG-Face, VGG-16 and VGG-19 models.
By looking at Figure 5.7 it is obvious that all three ResNet-models performed similarly (i.e. within the region of >90%), which is depicted by the position of the performance lines, that are positioned to the left of the axis. ResNet-101 marginally outclassed both ResNet-50 and ResNet-152. The competitiveness of all 3 Residual learning models is reflected in the values for the Area Under the Curve (AUC); 0.963, 0.962 and 0.964 for ResNet-50, 101 and 152 respectively.

Figure 5:7: Receiver Operating Characteristics (ROC) Curve for the binary classification of the Pakistani mouth, using ResNet-Features. The True Positive Rate (TPR) is the value of cases where the data has been correctly identified. False Positive Rate (FPR) is the value of cases where data has been incorrectly identified as a positive.
In comparison, Figure 5.8 shows the ROC for the mouth data images using VGG-features. Unlike the ResNet models which are not trained on face images and performed competitively. The VGG-based models, did not perform comparably to the ResNet models, even though they are trained on a dataset of faces. By comparing both the ROC curves, it is reasonable to suggest that deep neural networks (i.e. residual learning) can extract relevant information, from limited mouth-feature detail, to yield a high-performance accuracy, in comparison to the VGG-based models.

Figure 5.8: Receiver Operating Characteristics (ROC) Curve for the binary classification of the Pakistani mouth, using VGG-Features. The True Positive Rate (TPR) is the value of cases where the data has been correctly identified. False Positive Rate (FPR) is the value of cases where data has been incorrectly identified as a positive.
5.6 Discussion

The aim of the presented research was to investigate the distinctiveness of isolated face-components, specifically the nose and the mouth, as physical markers of ethnicity for the Pakistani origin. Supplementary experiments were also conducted to ascertain whether by combining face-features, there is a richness to the regions of the face, for accurate ethnicity classification.

The concluded results show that Deep Learning, ResNet algorithms outperform VGG-based models, on the classification of isolated face-components i.e. eyes, nose and mouth. The results advance current understanding of ethnicity determination because the application of Deep Learning algorithms for the ethnic classification of localised Pakistani features, have not previously been attempted. With regards to the classification of ethnicity from the nose, Azzakhnnini et. al (2018) utilized 2 classifiers and reported 80.18% and 91.15% accuracy using Boosting classifier and SVM, respectively. In contrast, the ethnic classification of the nose using the experimental framework discussed as part of this Chapter has achieved state-of-the-art results 94.1%, and outclasses the reported values by Azzakhnnini. ResNet-50 achieved a performance accuracy of 94.1% for the classification of ethnicity from the nose, followed closely by ResNet-152 and ResNet-101 with a classification at 93.6% and 93.4%, respectively. The closeness in performance between the ResNet models is consistent with results presented by He et. al (2016). The 50/101/152-layer ResNet models yield
high and accurate results given the considerably increased depth of the architectures.

Due to the novelty of the experimental stimuli (i.e. isolated nose and mouth data) and the specificity of the approach (the determination of ethnicity based on nose and mouth information only), the opportunity to compare the results with previous literature is limited. However, the presently attained results for the nose have greater accuracy than those presented by Lv et. al (2018) who utilized 3D nose shape classifiers and reported an ethnicity classification of 89.2% for the Asian and 87.4% for the White ethnic group. The results achieved support the suggestion that the nose is a beneficial feature for determining Pakistani ethnicity. Importantly, the results demonstrate that to classify ethnicity, it is feasible to focus on localized face features only, instead of training with images of the full face. This is in agreement with findings by Zehngut et. al (2015) who reported a Machine Learning based experiment on the distinctiveness of the nose as a feature. However, while the authors did not investigate ethnicity classification, the research highlights the value of the nose. It is a viable approach to investigating the relevance of the localized feature in determining the overall classification accuracy. Moreover, the discriminative nature of the mouth as a marker of ethnicity for the Pakistani population, has also been investigated. From the results, it is apparent that Deep Learning (ResNet) algorithms outperform VGG-based models, on the classification of isolated mouth images.
In conclusion, the results reported as part of this Chapter are state-of-the-art for the nose and mouth feature condition. Moreover, experiments centering feature combinations, also report on the expressive nature of the nose and mouth as combined indicators of ethnicity. However, when considering the data, an acknowledged limitation is apparent. The Pakistani Face Database is a visual image dataset which is predominantly collected in the city of Bradford, United Kingdom and the Pakistani population it houses may be homogenous in terms of the geographical area of Pakistan from which they originate. This is an inherent limitation and uncontrollable unless a larger dataset is created, constituting different regions of Pakistan.

Secondly, given the diversity associated with the nose and the mouth, it is hypothesized that in situations where humans may struggle to classify the ethnicity of an isolated feature, and discriminate between Pakistani and Non-Pakistani. Deep Learning methods verify competence in providing information, which is not available from the human visual system. Thus, computational methods exploit deep features which reside far deeper within a feature. The results achieved for the mouth condition, is the most exciting and now a proven feature for ethnicity classification, irrespective of the variables which may affect its visibility, e.g.: facial hair and cosmetic makeup. Ultimately, the mouth is a feature which may require fine-tuning, although it is apparent that ethnicity judgements can be made based on the mouth alone.
5.7 Conclusion

In this Chapter, the binary classification of Pakistani face-features i.e.: the nose and mouth have been attempted. In addition, isolated face-feature combinations have also been tested, using a novel, criterion specific dataset of images. ResNet and VGG-features were extracted and fed to a Linear Support Vector Machine (SVMS) classifier. A performance accuracy of 94.1% was concluded for nose-based ethnicity classification using ResNet-50, whereas VGG-16 classified nose images with 90.8% accuracy. The reported results are state-of-the-art and higher than those reported by researchers previously. When considering the discriminatory ability of computer models for mouth features, a performance accuracy of 91.5% was concluded for ResNet-101, while VGG-16 achieved 86.2% accuracy. Ultimately, the experimental conditions i.e. limiting ethnicity classification to nose and mouth features only, are innovative considering the ethnic classification of the Pakistani heritage has not been previously attempted.

Essentially, all the conducted experiments have reinforced a known fact that pre-trained Deep Learning algorithms can extract enriched-features from images of isolated face-components, to determine ethnicity. The nose and mouth show potential as hallmarks of determining ethnicity. Literature relating to the ethnic classification of the nose and the mouth is limited, specifically for 2-Dimensional images. However, there is an acknowledged limitation to the data.
There is a possibility that the data relating to the Pakistani ethnic group, may have their own characteristics manifesting only in the specified geographical region, i.e. the Pakistani participants from the North of the country (Bradford) who may exhibit certain physicality’s distinguishable, when compared to Pakistani participants from London or Scotland. The PFDB did not consider geographical aspects and it may be a future study, to compare images of Pakistani participants from different regions of the United Kingdom, to ascertain whether features are consistent or not.

As part of future work, it will be interesting to explore the ethnicity discrimination ability of novice human participants from full faces images, in addition to isolated face-components (i.e. eyes, nose, mouth). To ensure a fairer comparison, the novice tested participants will have no dealings with forensic human face analysis, as it may be that due to work practices, they may show superior ability. By testing human observers, a comparison can be drawn between the performance of both machines and humans, which may provide an insight into which experimental condition yields the best performance accuracy, and within which context. Experiments into the strategies of ethnicity classification from a human perspective are discussed in Chapter 6.
CHAPTER 6
QUANTIFYING THE FACE ETHNICITY DISCRIMINATION ABILITY OF THE HUMAN VISUAL SYSTEM

6.1 Introduction
The face is a complex visual object and a rich source of information. The face enables humans to extract socially-relevant information pertaining to an individual, such as details of their age, gender, identity, emotional state, direction of attention, as well as demographic information relating to ethnicity. The earlier Chapters have reported on the robustness of Machine Learning, particularly the branch of Deep Learning, which reports a natural affinity for image-based ethnicity classification tasks. Face-related analysis is a widely-researched branch within Computer Vision and Machine Learning environments, and the significance is due to its universal application within biometrics and human authentication.

The enriched nature of low-level, hand-crafted features were investigated as part of Chapter 3 whereby it was concluded that a total of 16 hand-crafted face-features are sufficient for front-face ethnicity classification for a Pakistani image, within a Machine Learning framework. The working framework reported a performance accuracy of 65.71%. A significant limitation of this work was this low classification rate, especially considering that other geometric-feature based systems have reported
ethnicity classification at an overall rate of 82.4% (Masood et al. 2018). As a result, there was a need for further development. This included the use of profile face images, coupled with a powerful statistical technique for the removal of redundant face data. Following this development, 10 enriched, hand-crafted features increased the classification rate to 76.03%. Evidently, low-level face features exemplify the prospect of organizing demographic, ethnic information into binary categories i.e. Pakistani and Non-Pakistani.

Like the Masood et al., 2018 study, which reported an increase to 98.6% when applying Deep Learning. A logical progression to Deep Learning was decided, especially since Deep Learning methods are known to outperform state-of-the-art techniques for a range of Computer Vision tasks, see for a review (Voulodimos et al. 2018). Experimental conditions relating to high-level face data evidences that the Residual-learning model, ResNet-101, achieves the highest performance accuracy of 99.2% for full-face ethnicity classification, from an augmented dataset of 1000 images.

To further test the robustness of high-level features, experiments relating to isolated internal features, especially the nose revealed that ResNet-50 achieves 94.1% accuracy on a dataset of 2,200 isolated nose images. Similarly, experiments relating to the mouth features disclosed that ResNet-101 achieves 91.5%. Results from the Machine Learning experiments demonstrate the strength of computer-based algorithms. The
next logical phase of this work is to compare this performance to that of humans.

In the present study, we quantified the accuracy with which the human visual system discriminates between faces of different ethnicities. Further, this work aimed to understand how humans use the visual information contained within faces to make decisions about ethnicity. We focused specifically upon the information used to identify Pakistani faces from those of different ethnicities.

The present study focused on this demographic because we identified a gap in current understanding of processing Pakistani ethnicity. Specifically, there is, currently, a lack of literature that explores strategies of ethnicity classification from a South Asian perspective, even though longitudinal studies into face perception and recognition have been carried out, from a Caucasian (United Kingdom) and an Egyptian perspective (Megreya and Bindemann 2009; Megreya et al. 2012), as well as from an Arab (United Arab Emirates) versus White (United States of America) viewpoint (Wang et al. 2015). Such research brings to the forefront the advantage of culture-based experiences; especially how culture, traditions and experience fine-tune a perceiver’s processing skills.

The Pakistani observer’s own-race bias (ORB) has been under-investigated. As discussed in the introduction to this thesis, the ORB is the superior ability of a perceiver to recognize people belonging to his/her
same-race, relative to that of other races (see Section 1.4 of Chapter 1 for further detail). The lack of understanding of the ORB with Pakistani people is surprising, given that people of Pakistani ethnicity represent a significant proportion of the population. The United Kingdom houses the largest proportion of Pakistani people, when considering the entire population within Europe and exceeds 1.17 million (United Kingdom: Minorities and Indigenous People 2019). Statistics published by the Metropolitan District Council refer to Bradford as having the greatest proportion of Pakistani people in the UK (Council 2019).

While evidence is currently lacking, it seems reasonable to hypothesise that because of the homogeneity of their local community, it is possible that Pakistani people may have developed a more substantial advantage for own-race faces and may exhibit reduced perceptual expertise for other-race faces (Walker and Hewstone 2006). We expect that, since the Pakistani people are possibly within a dense own-race environment, they may demonstrate a strong ORB: a significantly improved ability to recognize fellow Pakistani faces and face-features, relative to those of other races.

The primary aim of this study is to quantify the magnitude of the own race bias for individuals of Pakistani ethnicity living in the UK. Before collecting data, the following points were hypothesised;
(1) Pakistani participants will demonstrate superior ethnicity discrimination accuracy, relative to Non-Pakistani participants. This hypothesis is formulated on the effect of own-race bias in face recognition (Malpass and Kravitz 1969; Meissner and Brigham 2001; Wright et al. 2001). We expect superior own-race face recognition accuracy to extend to ethnicity discrimination accuracy.

(2) Full face images, in which all features will be available, will be more accurately classified, based on ethnicity, than individual face parts (e.g. eyes, nose, mouth) presented in isolation. This is based on the premise that full faces, relative to face parts, hold more information, which may be used to inform the discrimination judgment (Ellis et al. 1979).

6.2 Literature Review

Own race bias (ORB) is the ability to recognise own-race faces more accurately than faces from another race (Malpass and Kravitz 1969). A study by Wright and Boyd tested ORB effects by asking either a Black or White subject to approach either a Black or White member of public, seeking assistance on locating lost items of jewelry. A couple of minutes later, the member of public was approached and asked questions relating to the unknown subject. They were also asked to identify the subject from a sequential line-up and a forced-choice recognition test. In all tasks, the unknown subject was better recognized by the same-race member of public
(i.e. higher accuracy for Black faces by Black participants, compared to Black faces by White participants). A corresponding effect was found for the White participants (Wright et al. 2001).

Several competing theories have attempted to explain the ORB. Firstly, the contact hypothesis which argues that through abundant and accessible contact with own-race faces, an individual naturally conditions his or herself to become an expert at recognition of such faces (Brigham and Malpass 1985; Slone et al. 2000). According to the contact hypothesis, the more experience an individual gains with various racial groups, the more accurate the individual becomes at identifying members of that particular group (Brigham et al. 2007). A related effect, however, is that the individual becomes less accurate at recognized faces of other races.

For example, Sangrigoli and colleagues investigated whether the ORB was modifiable in the case of adopted children. The study showed that children born in Korea, to Korean parents, who were subsequently adopted by Caucasian people, and moved to France, later demonstrated superior recognition of Caucasian, relative to Korean, faces. This illustrates that an individual’s environment, rather than hard-wired genetics, influences the ORB (Sangrigoli et al. 2005). Relatedly, limited contact with other-race faces also leads an individual to be inexperienced at differentiating between other race faces (Hugenberg et al. 2007).

Early research suggested the effect of ORB as being specific to only White participants since they demonstrated a higher degree of accuracy in
recognising White faces, relative to Black (Malpass and Kravitz 1969). However, this initial view has now been discredited. For example, research by (Malpass et al. 1973; Slone et al. 2000) demonstrated a similar manifestation of the ORB for both White and Black observers. The ORB is reported in the meta-analysis conducted by (Meissner and Brigham 2001) and has also been described to manifest with blurred and scrambled faces (Hayward et al. 2008).

A paradigm of unfamiliar Caucasian and Chinese male faces within two conditions (scrambled and blurred) were shown to participants from two different universities; University of Western Australia (predominantly Caucasian participants) and Chinese university of Hong Kong (predominantly Chinese participants), to test the own-and-other-race-face recognition. A total of 4 conditions were tested: study condition (full face stimuli), scrambled condition (segmented features), blurred condition (full face stimuli blurred with Gaussian filter) and scrambled-blurred conditions, which consisted of the segmented features shown as blurred (Figure 6.1).
The researchers investigated the effect of own race bias from 2 aspects: full face (configural) information and isolated/scrambled features. As hypothesised, participants showed strong ORB effects for the blurred full face condition compared to the scrambled, isolated feature condition. This was because the blurred image conditions still allowed visibility of the full face, which subsequently allowed featural and configural processing.

The presence of ORB for the full face (configural) condition was expected, as literature reports configural processing, (the analysis of the face, based on the relative positions of face features), plays an active role in face recognition (Maurer et al. 2002). Further, participants of both groups performed better in face conditions depicting own-race faces, relative to other i.e. demonstrating ORB (Hayward et al. 2008). Moreover, the
conclusions highlight the role of holistic processing for own race bias, whereby a familiar race-face is individualized by the perceiver, in contrast to other ‘unfamiliar’ race-face, which tend to be assessed on a feature-by-feature basis. With regards to the upcoming study on ethnicity discrimination, the research by Hayward et al. (2008) has implications for the comparison of ethnicity discrimination accuracy for full faces versus individual features.

6.3 Experimental Stimuli

New, photographic stimuli were specifically created for this work. Firstly, a series of high resolution photographs were taken of 200 participants from the Pakistani Face Database. Of the 200 individuals, 100 were of South Asian, Pakistani origin and 100 were of Non-Pakistani origin. The latter category consisted of Caucasian (including Irish), East/Central Asian (Chinese) Middle Eastern (Jordanian, Omani, Syrian) and Black (Nigerian and Ugandan) participants. Those labelled as of Pakistani origin were required to be of Pakistani heritage on both the maternal and paternal side. The gender split for the stimuli was 100 females and 100 males aged between the range of 19 – 56 years old, split equally with 50 males and 50 females per ethnic group. Subjects for the photographs were recruited from among the students of the University of Bradford. Photographed subjects gave informed consent and the procedure was approved by the Chair of Humanities, Social and Health Sciences Research Ethics Panel at the
University of Bradford on 9th September 2015. Images were captured in a darkened room, with a plain white background which was illuminated with a custom-designed lighting set-up (see Figure 6.2, further information can be found in Section 2.6 of Chapter 2). Photographed subjects were asked to look straight ahead and maintain a neutral facial expression.

![HALO set-up](image)

**Figure 6:2**: HALO set-up. Left: The subject stands facing the centre tower which comprises one camera flanked by two LED panels. The left and right towers are identical but orientated at 45° left and right. Viewing distance is maintained by asking the subject to stand on a specific mark. To capture right and left profile (i.e. 90°) images, the subject is asked to turn themselves to face the left and right towers respectively. Middle: view of HALO from the subject’s perspective. Right: view of HALO from operator’s perspective.

A preliminary aim of the present study was to create a face database which is both rich in ethnic diversity and high in ecological validity. There is a need for an open-access, multi-racial and multi-ethnicity face database, which includes subjects of both genders. To maximise ecological validity and emulate naturalistic settings (e.g. an international airport), items of religious dress (e.g. hijab or headscarf) were not removed. Moreover, many of the female subjects were wearing make-up. Objects without ethnicity-specific
associations, on the other hand, were removed such as spectacles, lanyards, high collar jackets, scarfs. In all experiments, the face images were displayed in greyscale and to remove recognition cues from clothing, the faces were also cropped below the neck line, see Figure 6.3.

![Figure 6:3](image)

*Figure 6:3: Greyscale full face stimuli (all features present). The left face is a Caucasian male, the middle face is a Pakistani male and the right face is a Caucasian female*

To quantify the contributions of different face features to judgements of ethnicity, the full-face images were then manipulated to create images of individual components (eyes, nose and mouth) (see Figure 6.4). To do this, the full-face images (Figure 6.3) were cropped using Adobe Photoshop (CS6 Extended, version 13.0 x64). To ensure consistency across images, a cropping template was created, within which each image was aligned and manually cropped to factor-in individual head shape and headscarf type. Importantly, this approach meant that the individual feature conditions were directly comparable to the full-face condition. For example, the ‘nose’ individual feature condition contained the same visual information as the nose when it was part of a full face. As a result, ethnicity judgements for full
faces and their individual features can be directly compared.

Figure 6.4: Individual feature conditions. The features have been extracted from the full-face images shown in Figure 2. Specifically, the eyes (left) are extracted from the full face shown in the left of Figure 2. The mouth (middle) is extracted from the full face shown in the middle of Figure 2. The nose (right) is extracted from the full face shown to the right of Figure 2. This set-up ensures that the full face and individual feature conditions are directly comparable.

6.4 Methodology

We aimed to use our new stimuli to quantify the ability of human participants to make ethnicity discrimination judgements based solely on information available from the face. We further aimed to determine if there is any evidence of an own race bias and own gender bias when making this type of face ethnicity judgement.

6.4.1 Participants

To investigate the existence of an own race bias (ORB) for ethnicity classification between faces of Pakistani and Non-Pakistani origin, participants from both ethnic groups were recruited. A total of 74 students from the University of Bradford took part in this experiment, of which 38 were Male and 36 were Females. From the male participants, 15 were of British Pakistani (British in the sense that they were born in the UK, hence nationals) ethnicity while 23 were Non-Pakistani, in comparison the ethnic
split for the female participants was as follows: 18 British Pakistani females and 18 Non-Pakistani females. Collating all this information into the 2-class ethnic groups, a total of 33 Pakistani participants and 41 Non-Pakistani participants were recruited. All the participants reported normal or corrected-to-normal vision. Observers gave informed consent and the study was approved by the Chair of the Biomedical, Natural, Physical and Health Sciences Research Ethics Panel at the University of Bradford on 23rd May 2017.

6.4.2 Design

Participants were categorised by ethnicity (Pakistani/Non-Pakistani/other ethnicity) and gender (Male/Female). The stimuli on which participants were tested were also organised into categories based on Gender (Male and Female) and Ethnicity (Pakistani and Non-Pakistani).

6.4.3 Tested Stimuli

A total of 800 greyscale images were used for this experiment. This included full face images and images of isolated features (eyes, nose and mouth) extracted from the full faces. Of the 800 images, 200 depicted full faces (with ethnicity and gender balanced). A further 200 depicted the eyes, another 200 depicted the nose, and the final 200 depicted the mouth.
6.4.4 Apparatus

Images were presented, using routines from the Psychtoolbox (Brainard 1997) on a Sony Trinitron CRT monitor (1024 X 768 at 85Hz) of 65 cd/m² mean luminance which was controlled by a Mac mini computer. 150 equally spaced grey levels were used to maximize contrast linearity. Participants were seated 1.2m from the monitor. Accurate viewing distance was maintained with a chin and forehead rest. At the test distance, the computer monitor subtended 13.4° by 10.1° of visual angle; one pixel was 0.018°.

6.4.5 Full-Face Procedure

Ethnicity discrimination accuracy was measured with a custom-designed computerised test. On each trial, participants were presented with two simultaneously-visible faces. One of the faces (target) depicted an individual of Pakistani origin, the other face (distracter) belonged to a different ethnicity. The pairings of target and distracter were kept consistent for all participants. The participant was asked to indicate the location (left or right) of the Pakistani face via computer key press. The position (left or right) of the target face (i.e. Pakistani origin) was randomly determined prior to each trial. To minimise eye movements and preclude scrutiny of individual featural cues (e.g. eyebrow width, lip thickness), faces were presented for a maximum of 1 second. After this time, the faces were replaced by a low-level, greyscale luminance noise mask until a decision was made. Early responses (<1s) were accepted and resulted in immediate progression to the next trial.
Ethnicity discrimination accuracy was tested for each gender in separate blocks. Each block comprised 25 trials (i.e. 50 faces in total). At the end of each block, ethnicity discrimination accuracy was calculated as the total number of correct responses as a proportion of the maximum possible score (i.e. 25).

6.4.6 Individual-Feature Procedure

The individual feature procedure was identical to that outlined above for full faces, other than the participants were now shown a single feature (eyes, nose or mouth) only. Within a single block, discrimination accuracy was measured for 25 sets of eyes, noses and mouths (i.e. 75 trial in total). Individual features were presented in a random order using an interleaved design. Accordingly, participants could not predict which feature would be tested on the next trial. As above, ethnicity discrimination accuracy for individual features was tested in gender-specific blocks. Each block comprised 75 trials (25 nose, 25 eyes and 25 mouth). All participants undertook the four experimental blocks in the same order: full face (male), individual feature (male), full face (female) and individual features (female), see Figure 6.5. The photographs used for this experiment were the same for each participant, but the order of their presentation was pseudo-randomized to minimize order effects.
Figure 6:5: Procedure schematic. Top: A single trial for the full-face condition where gender is tested in separate blocks. A pair of target faces are shown for 1000ms, followed by a luminance noise mask, presented until the participant responds. Participants must select the face which they believe is of Pakistani origin. The remainder of the diagram depicts isolated feature (i.e. eyes, nose and mouth) trials. These trials progressed in the same way as for full faces, although participant were now only presented with a single feature on which to base their decision of ethnicity. As before, isolated features were shown in pairs and the participant was required to select the feature which corresponds to an individual of Pakistani origin.
6.5 Experimental Results

The present study measured face ethnicity discrimination ability in participants of both Pakistani and Non-Pakistani heritage. Since our paradigm included a mixture of male and female participants, we initially sought to determine if performance depended upon participant gender. The mean identification thresholds for participants of each gender per group are presented in Figure 6.6.

![Figure 6.6: Mean participant-gender to feature-gender discrimination thresholds. The dark grey bars represent Pakistani male responses and the light grey bars represent Pakistani female responses. The gradient filled, dark grey columns represent Non-Pakistani male responses and the while the lighter gradient filled columns represent the Non-Pakistani female responses. The results are split into specific isolated gender features, across all four viewing conditions i.e. full face, eyes only, nose only and mouth only. The error bars denote 95% confidence Intervals.]

A two-factor (feature and participant gender) repeated-measures, mixed ANOVA found no significant effect of participant gender on ethnicity
classification ability ($F_{3,216} = 3.08; \ p = 0.29$). This lack of an effect of gender is, perhaps, unsurprising since gender was counter-balanced in the stimuli. This leaves no scope for the own gender bias to influence the overall accuracy levels.

Visual inspection of Figure 6.7 also suggests that full faces are classified more accurately than component features (e.g. eyes, nose, mouth). The effect of face feature on performance will be analysed in detail later in this section.

![Graph showing ethnicity classification results](image)

**Figure 6.7:** Averaged ethnicity classification results for the effect of participant-gender bias. Dark grey denotes Pakistani male responses, light grey denotes Pakistani female responses. While, Dark gradient filled grey denotes Non-Pakistani male responses and light gradient filled column represents the Non-Pakistani female responses. The error bars represent 95% Confidence Interval.
Further, upon inspecting Figure 6.7, there is no evidence that male participants performed better with male faces and, similarly, no evidence that female participants performed better with female faces. This result suggests that there is no own gender effect for this type of face ethnicity discrimination task.

The data from Figure 6.8 indicates that performance was poorest for the nose. This suggests that the nose was the feature which participants found it most difficult to base judgements of ethnicity, even though the nose is the most central and protrusive feature of the face (Harkema et al. 2006).

![Figure 6.8: Performance Accuracy between Pakistani (dark grey column) and Non-Pakistani (lighter toned column) Observers for the Classification of Ethnicity from Face Images and Face Features).](image-url)
Figure 6.8 presents ethnicity classification accuracy, measured for Pakistani (dark bars) and Non-Pakistani (light bars) participants, for each of the different face features that were tested. A two-factor, mixed repeated measures ANOVA (participant’s ethnicity; Pakistani and Non-Pakistani; Face features [full face, eyes, nose and mouth]) identified a significant main effect of face features ($F_{3,216} = 304.255; p = 0.028$). Full faces are the most informative sources for ethnicity classification. While, all tested conditions are above the chance boundary i.e. > 50%, the feature least representative of ethnicity, is the nose, see Figure 6.8. Both Pakistani and Non-Pakistani participants demonstrated the same pattern of reliance on individual features: accuracy was highest for full faces and poorest for the nose. The eyes and mouth led to intermediate levels of performance.

The two-factor, mixed repeated measures ANOVA (participant’s ethnicity [Pakistani and Non-Pakistani]; Face features [full face, eyes, nose and mouth]) also revealed a main effect of participant ethnicity, (repeated measures ANOVA; $p < 0.05$). Pakistani participants outperformed participants of other-ethnic backgrounds (pairwise comparisons with Bonferroni correction; $p = 0.039$), with this effect appearing to be mainly driven by the full-face condition (Pakistani participant accuracy = 89%, Non-Pakistani participant accuracy = 85%). The mean thresholds are shown in Figure 6.8. Features alike to one’s own-race are typically easier to recall and this is also evident in Figure 6.8; however, the nose as a stand-alone feature still poses difficulty.
The experiments conducted so far directly compare ethnicity discrimination thresholds for 2 ethnically distinct cohorts (Pakistani and non-Pakistani), for a range of visual conditions, i.e. full face, eyes, nose and mouth. In sum, the results of the present study thus far support the initial hypotheses: (1) Judgements of ethnicity are significantly more accurate when based upon full-face images, compared to individual features presented in isolation (2) there is no significant effect of participant gender on the ability to make judgements of ethnicity and finally, (3) participants of Pakistani heritage performed significantly more accurately than those of other ethnicities in an ethnicity categorisation task which was based on Pakistani faces. This latter finding is suggestive of an own race effect and extends the premise of this phenomenon from identification of individual faces to judgements of ethnicity.

To investigate if differences in display (i.e. 2-Alternative-Forced Choice (2-AFC) or single image option), affect the magnitude of the own race bias; 11 students were recalled to undertake a modified version of the ethnicity discrimination task, 12 months after the first session. The reason for this additional work was to investigate the possibility that participants made their ethnicity discrimination judgement by the process of elimination. This may have been in the case in some trials where a hijab wearing face was shown beside a Caucasian face. However, equally there have been more difficult trials where 2 faces of hijab wearing female faces were shown. Thus, it was considered important to understand whether a difference in
display format affected performance. Especially, the modified (single option) paradigm challenges the participant solely on the face and feature presented, without any comparison. More importantly, the single option task allows for a fairer comparison with the Machine Learning experiments. This is since the Machine Learning framework processes the input data i.e. face images, one at a time. The 11 re-called participants consisted of 8 Pakistani, 3 non-Pakistani, 7 females and 4 males in total.

One possible outcome was that a single image display would reduce cognitive load by allowing the observer to remain fixated on a single image, instead of looking between two. By doing so, the task could be relatively simpler and thus there is the possibility of a higher accuracy rate. However, the observed effects are not in accordance with this hypothesis: observers performed less accurately in the single, compared to the 2-AFC condition. A repeated measures ANOVA confirmed that this difference was significant (p<0.05).
Figure 6.9 clearly shows that given 2 options of images, the full face is the most informative ethnic marker with an accuracy performance of above 90%, followed by the eyes, mouth and nose at 78%, 71% and 59%, respectively. Yet, the most difficult feature to make assertions of ethnicity from is the most centralised i.e. the nose. Firstly, it is important to recognise that participants demonstrated the same pattern of results when tested by the 2-AFC and single image paradigms. Specifically, performance was highest for the full-face condition and lowest in the nose condition in both experiments. When presented single images, rather than a binary choice, however, graph 6.9 suggests that there is an overall reduction in
discrimination accuracy. This global reduction in sensitivity indicate that in trials where a target face is presented alongside a distractor, the participant is more likely to select the correct choice, compared to when a single image is shown. This may be explained by the process of elimination, whereby an observer may make comparisons between the two images and select the one which they consider to appear most similar to a face of Pakistani heritage; something which is not possible when a single image is shown.

6.6 Discussion

The human ethnicity discrimination data reveals that participants could perform ethnicity discrimination at a level beyond that which would have been expected based on chance performance. Importantly, the results are novel because they show that own race bias extends to an ethnicity classification task, i.e. participants demonstrated improved performance when judging the ethnicity of own-race, relative to other race faces and component features. These results are in-line with literature which examined the robust phenomenon of Own-Race Bias (ORB), where an observer recognizes faces from one’s own-racial group with an increased accuracy, relative to others (Malpass and Kravitz 1969; Brigham and Malpass 1985; Bothwell et al. 1989; O’toole et al. 1994; Meissner and Brigham 2001).

In addition to extending the premise of an own-race bias to an ethnicity classification task, a major finding of the present study relates to
the relative importance of individual face features. Firstly, the data clearly show that ethnicity classification judgements were most accurate when observers viewed full faces, as opposed to individual features. This is in line with the premise of holistic processing- the whole face is greater than individual parts (Hancock et al. 2000; Megreya and Burton 2006; Johnston et al. 2013; Richler and Gauthier 2014). The results presented here are consistent with the seminal work of Tanaka and Farah (1993) who investigated the difference in recognition between whole faces and isolated face-features. These authors showed that recognition was significantly more accurate when participants were presented with whole faces, compared to isolated features (Tanaka and Farah 1993).

The present study also found that the nose was the least informative features (compared to eyes and mouth) for ethnicity classification judgements. It may be that while the nose is the most central, invariant feature of the face, it is not a descriptive ethnic marker, when shown in isolation without any face context i.e. in the presence of surrounding face features. This finding may seem surprising, given that the nose if the most central feature of the face, and the one which remains constant over time (unlike the mouth, for example, which undergoes significant deformations in shape and size to portray facial expressions). Importantly, however, our results also reveal that face processing depends strongly on ethnicity. In line with this premise, Wang et al. (2015) demonstrated that Emirati (United Arab Emirates Native) participants significantly outperformed Caucasian
participants on an identity recognition task in which only information from the nose region was visible. The authors proposed that this result could be explained by the fact that Emirati males commonly practice the custom of greeting friends and family with a nose touch. As a result, Emirati people may encode visual information about the nose in a different way to that of Caucasians. Other evidence points to the conclusion that there are significant differences in the strategies employed for face processing for people from different racial backgrounds. Specifically, Blais et al. (2008) reported a striking cultural contrast demonstrating that while Western Caucasian participants preferentially fixate the eye region, East Asian participants were drawn to the centre of the face (i.e. nose region), during face processing.

6.7 Conclusion

The present study investigated the ability of the human visual system to make judgements about the ethnicity of individuals based on face information alone. Our data clearly demonstrate that- despite the lack of colour information (all images were presented in grayscale)- observers could perform ethnicity categorization at a level significantly better than would be expected based on chance performance. A particularly novel aspect of our results is that they provide evidence of the own race bias extending from recognition of identity to the classification of ethnicity. Specifically, our results highlight an own-race bias for an ethnicity classification task- participants of a Pakistani background demonstrated
significantly improved accuracy, relative to participants of other ethnicities. A significant effect of face features is also reported: we found that full faces are the most revealing sources of information for ethnicity classification. While all other tested conditions (eyes, nose and mouth) are above the chance boundary (i.e. > 50%), the feature least informative of ethnicity is the nose, possibly due to a lack of contextual information from surrounding face features or because of a reduction in race specific information, which is visually attainable from nose images.
CHAPTER 7

CONCLUSION AND FUTURE WORK

7.1 Overview

The classification of ethnicity from face images has the potential to be a particularly informative biometric trait for the field of Forensic Science, Policing and intelligence gathering. A significant advantage of ethnicity classification, is its non-invasive nature. In the field of Machine Learning, the challenge of heritage classification (as an over-arching concept incorporating race and ethnicity, which is based on superficial differences in face morphology, and metric differences between face features) has been addressed. One of the considered novelties of the research presented as part of this thesis is the use of a human population that has not been researched previously; the South Asian, more specifically, the Pakistani ethnicity.

Discussions surrounding the definition of ethnicity are unresolved, although the consensus agrees on the complexity surrounding the definition. Factors combining biological and social traits may assist in defining variations of human population. However, Epigenome-Wide association studies (EWAS) have reported that variations do exist in DNA methylation (DNAme) between different human populations (Fraser et al. 2012; Banda et al. 2015; Yuan et al. 2019). Thus, providing evidence for
some biological basis of ethnicity in humans.

To address the challenge of ethnicity determination, a new framework is proposed for the Pakistani ethnicity, using a two-tier, human and machine perspective. Fundamental to the processing of demographic information, is the requirement of abundant training data. Therefore, a novel facial image database, entitled Pakistani Face Database (PFDB) has been created. The principal measure of ethnicity classification was investigated from three distinct routes; (1) Low-level features, (2) High-level features and, (3) the Human visual system.

In Chapter 1, a detailed stratification of distinct human populations into sub-groups, based on differences in facial metrics, i.e. anthropometry, is presented. Moreover, the significance of race and ethnicity labels was discussed with a real-world application i.e. Policing. This was followed by a Section on the defined research problem and proposed solution, for this thesis. In Chapter 2, a new face-image dataset, the Pakistani Face Database (PFDB) was discussed and detailed information relating to the hardware i.e. Halo, used to capture the images. The use of images is a less-intrusive form of testing any hypotheses. A first of its type, the PFDB is the only database to offer images of South Asian, Pakistani participants and includes female participants with headscarves. Such images may be useful to further investigate the headscarf-effect, for example (Megreya and Bindemann 2009; Megreya et al. 2012; Toseeb et al. 2014). Notably, the
database bridges an obvious gap between multi-view, high-quality images and ethnicity specific data exclusive to the South Asian, Pakistani population. Although the database does contain participants of other racial and ethnic backgrounds.

Formal work is presented as part of Chapter 3, which investigated the enriched nature of hand-crafted features to determine ethnicity, using 2 separate experimental frameworks. Firstly, using front-view face images, 16 individually marked feature points were manually selected. Principal Component Analysis (PCA), algorithm was used to remove redundant information and a linear classifier (Support Vector Machine) used for binary classification. The results reported were not exceptional, but promising since a performance accuracy of 65.71% was concluded. In contrast, the second analyses, exhibited a stronger correlation between face and ethnicity. By using a more robust dimensionality reduction algorithm, Partial Least Square (PLS), and a lower number of hand-crafted features i.e. 10, which outlined the facial profile within an image. The classification of Pakistani ethnicity was increased; 71.42%. While the initial experimentations are successful in demonstrating the face as being a robust indicator of ethnicity, there are limitations to using hand-crafted (manually-mapped) features. Firstly, the low classification accuracy and secondly the time-consuming nature of individually marking images with facial points. Nonetheless, the experiments are considered successful as they captured essential baseline information, which demonstrates that the classification of
the Pakistani ethnicity is achievable.

To further the investigation into the strength of face information for ethnicity classification, a Deep Learning based framework is presented in Section 4.4 of Chapter 4. Deep Learning based experimentations have achieved state-of-the-art classifications on several image-based tasks and therefore is considered a rational approach. The Police, for example classify perceived race/ethnicity as physical features such as hair and skin colour, making it a subjective assessment. However, the classification of ethnicity from automated methods will remove bias, error (to an extent) and the efficiency of functioning will directly reduce issues surrounding time constraints.

In the proposed framework, deep face features are extracted using pre-trained Deep Learning models, that are transferred to a robust binary classifier to allow for ethnicity classification of the Pakistani face. In an approach to test the informative nature of individual face segments, internal features from the “T-Zone” region of the face, namely the eyes, nose and mouth have also been individually scrutinized. In isolation, each of the feature components concluded high accuracy for ethnicity classification, but the nose and mouth marginally outperformed the eyes. The experimental results demonstrate ResNet-101 achieves the highest performance accuracy of 99.2% for full-face ethnicity classification, followed closely by 91.7% and 95.7% for the nose and mouth respectively. In comparison, by
using VGG-based models, a performance accuracy of 93.2% was achieved for the binary classification of a Pakistani face using VGG-16. Whereas, when the VGG-based algorithms were applied to internal face components, i.e. eyes, nose and mouth, accuracy did not reach above 90% although the results were above chance level (>50%). Interestingly though, the results did follow the same trend as seen with the ResNet algorithms because the nose and mouth features were classified with more accuracy; 82.9% (VGG-19) and 86.7% (VGG-16) respectively. The indications from the experimental findings of Chapter 4 provide a good base for continuing the pursuit of further scrutinizing, the informative threshold of nose and mouth features, for the problem of ethnicity classification.

An adaptive framework of high-level face data is proposed in Chapter 5, in which the same 6 pre-trained Deep Learning models were now applied to challenging datasets of nose and mouth images (2,200 images per feature), in addition to datasets of feature combinations. ResNet-50 achieved results above 90% with an accuracy of 94.1%, while VGG-16 outperformed VGG-F and VGG-19 reporting 90.8% accuracy. The experimental results also reported that the nose and the mouth as a combined feature-set, consecutively reported the highest performance accuracy, relative to- (1) eyes and nose and (2) mouth and eyes. By directing an extensive range of computational experimentation which implement Deep Learning models, it is concluded that ethnicity verification is feasible from the face (1) holistically and (2) feature-specifically. The
frameworks applied to the image classification tasks are essentially time-efficient and repeatable. In addition, the performance achieved for each experimentation block i.e. hand-crafted feature, low-level features and high level features, are an improvement on previously published data, in terms of the implemented processes only because they have not investigated the Pakistani ethnicity. In some respects, the data used and the performance accuracy achieved are novel and thus, they can be used as a benchmark for further work.

In summary, all the Machine Learning frameworks presented as part of the computer-assisted experiments report an unbiased and efficient classification of face and face components for the Pakistani ethnicity. The experimental conditions which have tested low-level features (i.e. chapter 3) demonstrate the robustness of the semi-automatic approach to ethnicity classification, even though it is based on the manual annotation of face features, which presents a challenge within itself, especially for issues relating to experimental repeatability. Even though the experimental framework was predominantly devised as a baseline experiment, testing the informative nature of face features for ethnicity. By progressing to a fully automatic framework (as seen in experimental chapters 4 and 5), it is apparent that the employment of Deep Learning methodologies not only increased the recognition rates significantly. But, when comparing the experimental frameworks from Chapter 4 and 5 to Chapter 3, technical challenges such as facial occlusion i.e. individual face-components (eyes,
nose, mouth), readily assigned ethnicity.

The final experimental Chapter of this thesis investigated human ethnicity discrimination. Participants undertook a computerised ethnicity discrimination test, which showed a series of face photographs on the screen and participants were prompted to make decisions about them. Specifically, participants were asked to indicate which of two presented faces appeared to belong to an individual of Pakistani origin. On some trials, full face images were shown; in others, specific features (e.g. eyes, nose, mouth) were presented in isolation. We found that participants of Pakistani origin correctly identified Pakistani face and face-features relatively higher to those of another ethnicity. This extends the premise of an own-race bias from face recognition to an ethnicity discrimination task. While ethnicity verification from full-face images was considered the easiest, the nose proved to be the most challenging feature for both participant groups, suggesting that the nose carried limited information about ethnicity.

In conclusion, the experimental findings suggest that while humans are good at recognizing full-faces due to holistic processing (Hancock et al. 2000; Megreya and Burton 2006; Johnston et al. 2013). Humans struggle to discern ethnicity from images of the nose in isolation, irrespective of self-reported ethnicity. There is a range of published literature which supports the notion that there are both gender and ethnic-specific differences in the shape and size of a human nose (Ozdemir and Uzun 2015; Zaidi et al. 2017;
Elsamny et al. 2018; Mohammed et al. 2018). Similarly, there have been a handful of studies that have investigated the nose as a standalone marker for ethnicity (Zehngut et al.; Song et al. 2009). Lv et al. (2018) reported ethnicity classification rates of 89.2% and 97.4% for the White and Asian population, respectively. The results are in line with those reported for high-level face features (Chapter 5), 94.1% for ResNet-101 and 90.6% for VGG-16 and is successful in highlighting the richness of the feature.

### 7.2 Limitations and Future Work

While the results for the image-based ethnicity classification task are encouraging, there are several possibilities from unexploited perspectives, which can be considered to further enhance the results. In the following, recommendations are made as to what future directions should be explored to assist in advancing the current accomplishments relating to image-based ethnicity classification. For ease, the recommendations are grouped into separate points and include: (1) database improvements, (2) reduced features (3) international perspective to ethnicity discrimination.

#### 7.2.1 Database Improvements

The Pakistani Face Database (PFDB) was created using a hardware designed for Police Custody suites, allowing the capture of 5 images, from different viewpoints, for each subject. As previously described in Section 2.6 of Chapter 2, the process of image capture was conducted in 2 phases.
There are ways in which the database can be enhanced, which would subsequently increase consistency in the recorded information.

First, the participants of Pakistani heritage were all recruited at the University of Bradford, with a large proportion originating from Bradford. The limitation this poses, is that of regional homogeneity whereby the participants of Pakistani heritage only represent an insular region (i.e. Bradford) of a wider country (i.e. United Kingdom). Thus, it can be argued that the facial aesthetics are not universal nor representative of every ‘Pakistani’ face. This is somewhat true however, it would be virtually impossible to collate face images of the entire Pakistani population, thus a decision to limit data collection to the University of Bradford, was considered suitable. To ensure a wider inclusivity of facial morphology for participants belonging to the Pakistani heritage, further image capture session can be coordinated.

Age is another factor for consideration when determining the wider applications of the dataset. The human face undergoes a range of sequential changes relating to skin texture, facial features, facial hair and weight (Coleman and Grover 2006). Since participants were actively recruited at the university, the consensus may be that such an approach is restrictive. However, the decision to select participants from the older student population (i.e. university students) was deliberate, especially when considering the physical stability of adult (post-pubescent) face features, relative to children. The Facial Identification Scientific Working Group
(FISWG) document an extensive list of facial features that are categorised as either high, moderate or low in physical stability, subject to changes based on short-term (period of 5 years or less) and long-term (excess of 5 years) changes, including considerations relating of weight, health and intentional facial modifications (FISWG 2019). The FISWG research indicates that the position of internal features (eyes, nose and mouth) remains stable under most conditions.

Whilst female participants were requested to keep make-up to a minimum for their photography session, it was difficult to maintain. There were a few participants who wore a lot of makeup, because of which their images were not used for any experiments. A way of improving this issue would be to make clear from the initial point of recruitment that heavy make-up is a barrier to inclusion. Additionally, during each photography session, participants were instructed to stand on a foot placement marked onto the floor. While this placement functions to maintain a known distance between the participant and the camera panel, it does not assist with posture/body position. If the body is not positioned correctly, then participants tended to lean back, which positions their face further away from the centre of the screen.

As a point of note for future data collection, a seat could be used to allow the participants to sit upright during image capture session. There are other commercially known custody image capture systems, which also require the user to be seated instead of standing, such as the Viper ID Booth
(Bureau 2017). By unifying the approach to participant body posture, during image capture, the face would align accurately. Such normalisation may prove beneficial to the process and assist in efficiency of image capture. The Pakistani Face Database (PFDB) consists of 224 participants of Pakistani origin. Although this is a considerable number, it cannot represent the facial traits of all Pakistanis. Hence there is a need to create a larger dataset of Pakistani face images, which is balanced in terms of gender. The associated advantage is a greater, in-depth understanding of the differences in facial traits between males and females.

7.2.2 Feature Reduction

The Machine Learning experiments described as part of this thesis have relied on pre-trained Convolutional Neural Networks and Deep Learning models. The process of ethnicity classification has almost been sequential with feature extraction first, followed by binary classification. VGG-F for example, extracts 4096 features per input, some of which may contain redundant information. While, the model is trained on an extensive dataset of 2.6 million images of 2,600 people, the dataset is not pure in terms of ethnicity, since the model is evaluated on a few databases such as; Labelled Faces in the wild (LFW), and YouTube Faces in the Wild (YFW). The datasets are not designed to discern demographic attributes but in fact, are used for largescale face recognition and verification tasks.

Further work can be conducted to reduce the number of features which are extracted by creating a purpose-built ethnicity verification model,
which is trained on images of full faces, partial faces and isolated face features of South Asian identities, including Pakistani. The model would be trained and tested on Pakistani images with an in-built classifier to allow efficient classification. More importantly, the images with which the model would be tested would include ladies wearing the headscarf of different variations i.e. hijab, turban, as this would allow diversity and ecological validity to the data. In addition, it would ensure robustness of the model as it will be tested on a range on input data.

7.2.3 International Perspective to Ethnicity Classification

Presently, the participants who contributed in taking the computerised ethnicity test, were all recruited at the University of Bradford. A future consideration is to request students belonging to 2 distinctly separate regions of different demographic profiles, to take part. The test could be conducted with students in a predominately Caucasian region such as South West England.

According to the most recent consensus, there is very limited ethnic diversity in Plymouth and it is 92.9% White British (Public Health 2014). It would be interesting to see how the discrimination ability performance varies between students in Plymouth and Bradford. It is hypothesised that participants belonging to a predominately Caucasian region would perform poorly on the face ethnicity discrimination task and may struggle equally between the full face and isolated features i.e. eyes, nose and mouth, condition.
7.2.4 Masked-Face Ethnicity

Given the global spread of COVID-19 (Coronavirus) there is an increased awareness internationally for the use of face masks in communal areas including university campuses and shopping centers. The World Health Organization (WHO) recommends the use of a mask as (i) a form of protection and (ii) for a source of control i.e. onward transmission (WHO 2020). When considering the current environmental climate and the necessity for face covering, there have been increased efforts towards understanding the ‘face mask effect.’ Authentication applications such as restricted access buildings and face-related payment systems, (which rely on facial recognition) have met issues when presented mask-obscured face images. Subsequently, there has been a surge in the development of operative technology and masked face-image datasets (Wang et al. 2020). Especially when considering that pre-pandemic facial recognition technologies were not routinely applied to masked face images. When considering the face mask effect, the experiments conducted on the individual face features, (i.e. eyes, nose and mouth) are the most prominent and in-line with the regions of the face which contribute to the face-mask effect. Additional work can be conducted to investigate the implications of the face mask effect for the challenge of ethnicity classification. Moreover, since there are numerous styles of face-coverings which disguise mixed regions of a person’s face, it would be a novel investigation to see how
ethnicity is discerned. Especially when considering that currently, the domain of masked face recognition remains an immature field of research.
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