CONTRIBUTIONS TO EVALUATION OF MACHINE
LEARNING MODELS

O.A.M. RADO

PHD

UNIVERSITY OF BRADFORD

2019



Contributions to evaluation of machine learning
models

Applicability domain of classification models

Omesaad Abobaker Mohamed RADO

Submitted for the Degree of
Doctor of Philosophy

Faculty of Engineering and Informatics

University of Bradford

2019






Abstract

Omesaad Abobaker Moham&dh\DO

Contributions to evaluation of machine learning models
The applicability domain of classification models
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data.

Artificial intelligence (Al) and machine learning (Ndt@sentsome application opportunities and
challenges thatanbe framed as learningroblems.The performanceof machine learning models
dependson algorithmsandthe data. Moreover,learningalgorithmscreate a model of reality through
learningandtesting withdata processesandtheir performanceshowsan agreementdegreeof their
assumed model with reality. ML algorithms have been successfully usadgriarousclassification
problems.With the developingpopularity of usingML modelsfor manypurposesn different domains,
the validationof such predictive models is currentigquiredmore formally. Traditionally, there are
manystudiesrelated to model evaluation, robustness, reliability, and the qualftthe data and the
data-driven models. However, thosstudies donot consider the conceptf the applicability domain
(AD)yet. Theissueisthat the ADis not often well defined, or it is not definedat all in manyfields. This
work investigates the robustnesef ML classification models from the applicability domain
perspective. A standard definitioaf applicability domain regards the spaces in which thedel
provides results with specifieliability.

Themainaimof this studyisto investigatethe connectionbetweenthe applicabilitydomainapproach
and the classification model performance. We are examining the usefubiesssessing th&Dfor
the classificatiormodel,i.e. reliability, reuse, robustnessef classifiersThework isimplementedusing
three approaches, and these approaches are conducted in three various attempts: firstly, assessing
the applicability domairfor the classification model; secondly, investigating the robustreddhe
classification model baseah the applicability domai approachihirdly, selecting an optimal model
usingParetooptimality. Theexperimentsin thiswork areillustratedby consideringdifferent machine

learning algorithmg$or binaryand multiclass classificatiorfer healthcare datasets fronpublic



benchmark data repositories. In the first approach, the decision trees algorithm (DT) is used for the
classification of data in the classification stage. The feature selection method is applied to choose
features for classification. The obtained class#iare used in the third approach for selection of

models using Pareto optimality. The second approach is implemented using three steps; namely,

building classification model; generating synthetic data; and evaluating the obtained results.

Theresultsobtained from the studyprovideanunderstandingof how the proposedapproachcanhelp
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approaches open opportunitie$or classification dataand model management. The proposed

algorithms areimplementedthrough a setof experimentson classification accuracgf instances,

which fall in the domairof the model. For thdirst approach,by considering all the features, the

highest accuracy obtained is 0.98, with thresholds avewage 34 for Breast cancer dataset. After
applyingrecursive feature elimination (RFE) method, the accuracy is 0.96% with 0.27 thresholds
average. For the robustnessf the classification model basexh the applicability domain approach,

the minimumaccuracy is 0.62%r Indian Liver Patient data at r=0.10, and the maximum accuracy is
0.99%for Thyroid dataset at r=0.10. For the selectiohan ogimal modelusingPareto optimality,

the optimally selected classifier gives the accuraic.94% with 0.35 thresholdaverage.

This research investigates critical aspeaftshe applicability domain as related to the robustness
classificatiorML algaithms. However, the performancef machine learningechniquesdependson
the degreeof reliable predictionsof the model. Inthe literature, the robustnessof the ML modelcan
bedefinedasthe ability of the modelto providethe testingerror closeto the trainingerror. Moreover,
the propertiescandescribe the stabilityof the model performance whebeingtested on the new
datasets. Concluding, this thesis introduced the conadpapplicability domairfor classifiers and

tested theuseof this concep with some caseatudieson health-related publicbenchmarkdatasets.
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1Introduction

Themainaim of this studyisto investigatethe connectionbetweenthe applicabilitydomain (AD)and
the classification model performance. We are examining the usefuloésssessingAD for the
classificatiormodel,i.e.reliability, reuse,robustnesof classifiersSectionl.1presentsthe motivation
behind this work; Sectiorl.2 outlines problem description, Sectioh3 explains the thesis aims,
Section 1.4 provides the research questions related to the objectives; Settiopresents the
contribution of this study, Dataandmethodologyarelistedin sectionl.6, Finally,sectionl.7describes

the structureof the thesis.

1.1 Motivation

Models are often used teupportdecisions makers in variobsisinessectors. Therefore, it is crucial
to ensuremodelquality to gainusefuloutcomes.Thequality of machinelearning(ML) modelscanbe
tested basedon data qualityor algorithm quality. The most excluded aspeofsuildinga machine
learningmodelare assessinghe ADof the model, aswell asthe quality of the datausedto construct
the model.Featureengineeringtechniquesare usedto improve thequality of the model,suchasusing
feature selection methods to removeedundantfeatures that impact the performancef the ML
model. Any model of the ML needsnot only performance with excellent accurabyt also the
reliability of newpredictions.Settingdataspaceboundariesvherethe modelhasreliableanddefined
performance is necessary. Thdseundariesmight be the applicability domair{AD)and define tle

extent to which theMLmodel (reliably) tolerates newdataset.

The trained model is considered as the cofeML models. However, without guarantees to ensure

the qualityof these models, the outcomes they give Vol suboptimal. Modelxantake on various
structuresrelyingupon machine learning algorithmtilised, but they are data structures containing

the parameterdearnedduringthe training stageof the algorithm.Forinstance atraineddecisiortree

model contains all the splits and values at each node, while a trained k nearest neighbours (KNN)
classificatioomodeldemonstrateshe whole training dataset.Model quality is not only crucialduring

the underlyingtraining and deployment stage. Regular maintenance will guarantee thatibael



does not misrepresent after some time. The pipeline of the classification process is graphically given

in Figure 1. Thelassification process is usually divided into a series of steps.

Obtaining thedataset

h 4
Preparing thedata

A4

Selecting feature:

A4

Buildingthe classifier

h 4

Testingthetrained classifier

Figure 1: Classification process

There is a vast amountf data generated from daily business/organisations processes; this data is
essential to most domains. However, to obtain the actual valuthis data, we need data modelling
tools for constructingmodels basedn this data. Currently, devices amdodellingtools have bee n
developed to become more available. Therefore, moserscan produce more data without much
effort. Thetopic of bigdatahasgainedmore interest throughoutthe lastyears.Many of thesemodels

are usefubut they arerequiredtime and storagethus,they maybe reused and recycled. Practically,
bigdata is not only a challengbut the models as well became another dimension in significant data
challenges. This mode&lill be assessedor explaining its outcomes, modifyingr combining with

existingknowledge.

Forreusedmodels,the information shouldcomeabouttheir applicabilitybecauseof there isneedto
know howcanreuse them. This research addresses thigent problem in contextreusingof the
model. For example, an expert in a domain receives a question diisgxpertise in a slightly
different way. The outlineof this study are big data challenges related toerusage, recycle
characterising and evaluatioof machine learning models with consideratiof their applicability
domain. Applicability domain is a topic used in different fields wheired such as predictive

toxicology.However, this topic is not ¢éended yet in anyarea.

Due to these reasons, more research raquired to develop efficient approachefor evaluating
classification systems and how to incorporate these models in the applicability domain approach to
makethem useful. Themotivation behind this researchworkisto developaframeworkthat canhelp
inthe evaluationof classificatiormodels. Thissystemwill alsohelp addressn addressinghe problem
of providingincorrectinformationsuchasincorrectdiagnosesasit aimedat assessinghe applicability

domainofthe trained classifierln this studywork, the abovementionedissuesareinvestigated.The



methodis proposedto evaluatethe applicabilitydomainfor the modelof classificationTheresearch

issplitinto sub-problemsinthis strategy,andthesesub-problemsareconductedin variousattempts:
1 Assessing applicability domdior classificatiormodel.
1 The robustnessf the classification model basexh the applicability domaimpproach.

1 The selectiorof a model base@n Paretooptimality.

1.2 Problemdescription

Inthe data analytic process, there are models created from this data, and there is infornastior
these models. We want to test and evaluate the befstheir abilities to find out how much they are
useful and how this domain increases in teofitime andcomputation. The research work studies
concentrate on offering useffriendly model construction environments [1] Figure 1 shows the
pipeline of the classification proces®ueto a growing quantityof experimental data and models
trainedonthis collecteddata, it isnot simpleto decidewhichmodelto use.Theabsenceof techniques

for analysingandselecting modelsandiscouragaisers.Suchmodelshavebeencreatedfor aspecific
dataset, which may nobe able to assess a new dataset. Currently, there are many models, which
involve considerable intelligence and processing time. Processingréquéresenergy, resources.
Moreover,makingnewmodelsmaybenot aneasyprocess.Therearevaluableandavailableresources

of models and data. For exampl®r modelsof machine learningechniquessuch as decision trees
used in a varietyf fields.Canwe reuse them? Ouwork is an attempt to investigate how weando
reusethem with aspecificfocusonwhere arethey usefulandsuccessfuby assessinghe ADfor these

models.

1.3 Thesisaims

Themainaimof thisworkisto explorethe evaluationprocesof machinelearning modelparticularly
classifiersvith afocusontheir applicabilitydomainfor health caredata. Classificationechniquesuse
knowledge discovery process to classify data further, an approadiow to evaluate classification
modelsisproposed.We concernthe robustnessof classifiersreliability of classifierandthe coverage

issueof the classifiers. Thprimarygoalcanbeaddressed as the followirmpjectives:

1 Aliterature review related to applicability domain and machine learti&hniquess

performed, and the challenges and gaps @entified.



1 Explore thecurrent state-of-the-art techniquesfor classification model evaluation to identify

the gaps in thistudydomain.

1 To propose an algorithm to create a framewdik improvingthe classification model's
performance accuracy. AdncedAl algorithms and related methodologies wile used to

define the best approach to the suggested framework.

1 We highlight the benefit®f classification model reuse. Since the quantfyexperimental
data and thenumber of classification modes are increasing every day, the developrakent
automated techniquesfor mining models in repositories is essential. The most challenging
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1 Exploreandidentify the variadesthat canbe selectedfrom the datathat couldinfluencethe

model'sAD.

1 Implementingthe resultsof the proposedalgorithmwith multi-objective optimization(MOO)

problem to select the highestutcomes.

1.4 Researclyuestions

Thisresearchwork aimsto investigatethe usefulnessof ADof the classificatiormodelto addressthe
challengeof assessing the applicability domaihthe classification modddy designing a framework

for healthcaredata. UsingParetooptimality for modelselectionapproachisapplyingbyincorporating

the proposed framework. The assessmehtwhether a classification model applies to a given new
dataset is addressed. Assessing whether a given classification model is applicable to a given test set
can be broken downinto the following two questions. This research particularly investigates the

following researchguestions:

Q1: Can the Applicability Domain be defined such as the Machine Learning classification model will
tolerate a new extended data subset reliably? What will be then the effect of the Feature Selection

method choice on the assessment of the Applicability Diorha

Q2: How can the robustness of the Machine Learning model be evaluated by considering the

Applicability Domain concept in the evaluation of the classification model?

The importance of having an explicit definition of the AD of the model becomes appatent
addressing question 1. Unfortunately, in practice, there is often limited information concerning the

model applicability domain. Therefore, the AD technique is of less use for classification models.



1.5 Contribution

The research contributions of this work are as follows:

Investigationof the applicability domaimf classificationrmodels.

Investigate theeffect of FS methods in defining thAD of the classifier: The recursive
elimination feature (REF) method is apglito the data considered in this research work to

investigate theeffect of FS methods in defining th&Dof the classifier.

Anovelapproachis proposedfor estimating therobustnessof the classificatiormodelbased
on the applicability domain approackn algorithminspired bythe methodsbased distance

of assessing théDisproposed.

Using the concepof Pareto optimality: Pareto optimality approach is applied to select the

best classifier performance from collectiohmodels.

Extensive literature reviewAn extensive literature reviewof the evaluating of the
classification models is performed and adily analysed. Literature review related to the

applicability domain is performed, and the challengesideatified.

1.6 Dataand methodology

This research mainly was motivategt the needfor model reuse in the classificatiggroblem,and

some attempts wee presented in the aretor healthcare data. The applicability domain approach is

used to estimate the applicability domair classification model in order to evaluate the coverafe

the classifiersThisthesisdealswith methodologicaissueghat arisein model evaluatingandreusing

the ML model. Thecurrentmethodologies were used to accomplish tstedy objectives:

1

Optimal Pareto strategy [2] is used to address the mabljective model issuéor selecting a

model.

Decision trees algorithm [1]nal random forests algorithm [3] are utilized as the basis to

develop the proposednodel.

principlesof the applicability domain approadH].

Three different attempts will be discussed in this thesis.

The first attempt, investigation of applicability domain of machine learning model for identifying the

robustness of the classification model.



In the second attempt, investigation of applicability domain of machine learning model by using

density neighbourhood approach.

Finally, classifier automatically selected using Pareto points approach.

1.7 Thesisstructure

This study is divided into seven chapters and it is structrued as follows;

The current chapterChapter lintroduces the work, its context and motivation, and presented the

research question with aims and objectives.

Chapter 2presents an overvievof the relevant theoretical foundations covering many aspeufts
machine learningechniquesand, classificationlgorithms, and applicability domain. The first section
includesa definitionof machine learning, then classification algorithms as wedresembleclassifier.
It is followedby briefthe evaluationof the classification model. Next, Convkull is definel. The

section is closebflythe applicability domain approach.

Chapter 3describes the dataset, tools and technologies as well as the methodofdfis research
work. In this chapter, we describe the dataset, tkechniquesand methodsused,and the diferent
techniquesused toimplementthe proposed approaches. Section 3.2 gives the data set used to train,
test and validate the proposed approaches. This chapter also explains the impofthetdatasets.

Finally, descriptiomf the research methodologig included.

Chapter4 presentsthe resultsof the approachof assessinghe applicabilitydomain(AD)of classifier.
AD defines the extent to which a quantitative structueetivity relationship(QSAR)Models can
tolerate new compounds reliablp]. This section presented th&Dof a classification model (ADOC)
proposed. The approach processet the applicability domainof the classification model are

described imdetail.

Chapter5 presentsthe resultsof the approachof the robustnessof the classificatiormodelbasedon
applicabilitydomainapproach.Thisapproachwasperformedin three different stageshat efficiently
used the featuresof the AD concept. The proposed method depends some procedures. (1)
Measuringthe distancedo identify the closepoints. (2) Usingsyntheticdatato test the robustnessof

the model.(3) Defining a thresholdior each test data(4) Optimisinghe threshold parameter r. The
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results derived in its descript@pace.



Chapter 6provides the result®f classifier automatically selectagingpareto points approach. This
section aimed to apply the Pareto optimality approdchn optimising the accuracy, the data rate
involvedandthe thresholdof a classifier. Thiapproachconsideranot only the classificatioraccuracy

but also the potential tradeoffs between classificatioobjectives.

Chapter 7summaries the contributions drawn from the work presented in preceding chapters and
offers an outlook for possible future research on thopit. Limitations of the research work are also

presented in this chapter.



2 Literaturereview

2.1 Introduction

This chapter presents an overviefthe relevant theoretical foundations covering many aspeifts
machinelearningtechniquesalgorithmtypesof machingearning,andmachinelearningapplications.
Section2.2includesageneraloverviewof ML, machinelearning typesandpreparedatabefore doing

the analysis; Feature selection methods is presented in section 2.2.3. Classification is provided in
section 2.3;Ensembldearningfor classification model and performance measurements are offered

as well in this sectiont is followedby a brief descriptionof the applicability domain in section 2.4.

Thesummarycloses thechapter.

2.2 Overview of machinkarning

Machine learning is a specific applicatimidata science and a subfietd computer science. ThiglL
includescreating and developing algorithms thedinlearn from dataDueto the acquired popularity

of machine learning topic in the last few years, experts in many domains produces an extraordinary
expansionof research inmachine learning. SinclIL algorithmsrequire learning information, the
discipline must beonnected to the databasdiscipline.Figure 2 illustratesesreral new areas that
haveexpanded6] , andsomepreviouslyestablishedareashavegainednewactivitiessuchaspattern

recognition [6][7].

Figure 2: Different disciplines of knowledge and the disciplineof machine learning [7]



Machine learning is abouiuildinglearning modelsy usingthe right featuresfor solving the right

tasks. Machine legf Ay 3 | f 32NAGKYa KI @S 0SSy dzaSR Ay Ylye
publications offer a good starting point to be acquainted in machine learning applications
[8][9][10][11][12][13]. TheML techniquedave beerstudiedin many different contexts, suctsalata
mining,decisionmaking,andsensorysignakecognition.Thetypesof machinelearningalgorithmscan

be categoriseasedon the learningmethod andbasedon the relationshipbetweenthe learnerand

the environment. Datanining utilises a combinatiorof statisticalrulesand rulesfrom the ML area

[14]. Dataminingexplores and analyses dataset to discover meaningful patterns. Figure 3 illustrates
the dataminingtask considering predictive and descriptive outcomes A predictivdahcreates a
prediction about data valuessingknown resultf the past data. Whereas, predictideitiesinclude
classification, regression, time series analysis and forecasting. A descriptive task defines the
relationship in data and explores the daf@operties. Thistype of task provides clustering,
summarization, associatianles,andsequencealiscovery15][16]. DevelopingMLalgorithmsprocess

can be decomposed into stages as collect the dgtegparethe data train, the algorithm, test the

algorithm, and apply the validated modgl6][17].

Data mining

Descriptive

Classfcation Regression | | Time series analysis Prediction Clustring Summarization | | Association rules | | Sequence discovery

Figure 3: Data mining models and tasks [2]

Figure 4 shows a fundamental procedsmachine learning project [17Acquireddata from many
sourcesjt might be data from organisationsor opendatafrom the internet. Theobtaineddataneeds

to betestedfor the quality before the analysing. These processasoccur in the preparphase.

2.2.1 Machinelearningtypes



The field of machindearning includes supervised, sesmupervised, and unsupervised learners
[11][17]. Precisely, training data is available to the learner before building the model, and the testing
data are used to evaluate the algorithm [18][19][20]pBwvised learning is about learning a target
function from input and output training examples [11]. Unsupervised learning tries to learn input

patterns for which there are no output values.

Collate the data
Acquisition

Data cleaning and quality
Prepare

Run machine tools
Process

Present the results

Report

Figure 4: Machine learning process [21]

The field of machine learning includes:

2.2.1.1 Supervisedearning

This chapter describes the main points and essential resfilsupervisedliearning briefly. For a
detailed discussiomnf the subject, the reader is refeed to astudy in [21]. We are interested in
learning a relationship between thaput elements (arinput spaceX)and anoutput value (an output
space Y) valuesMapping function "Q @® © &, the output space Y is discrete as classification.
Alternatively, theoutput space is continuous as regression. Learwiggendson a finite training set

D of examplesis:

0= {(dna: 6 @ o= "BeR* @0 p &}, 8

Supervisedearning reérs to the mechanism that infers thanderlyingrelationship between input
data and a known class lab&in exampleof labelled data is medical histories that are labelled with
the occurrenceor absenceof a disease [22]In these cases, theutput of the model wouldbe a
diagnostic prediction. Learning tasksethe labelled training dataset to combine the model function
that generalises the relationship between timgut feature vectors and the outputs [12]. A trained
function model basedn a supervsed algorithm can predict the class labelfor unobserveddata
instancessuchasclassificatiorandregressior23]. Generally Jearningalgorithmsaimto minimisethe
error for a given sebf inputs. However, the model may encounter the probleshoverfitting, which

typically represents unsatisfactory generalisation and erroneous classification. Overfitting iasults
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high classification accurach the contextof the classification task, the function that maps an input

x to anoutputy is called a classifiem statistics, y is known as a class variable (discrete outputs such
asa @ Sdi & yr 2andxiBarealvector. Regressioisalearningtaskin whichatargetfunction "Omaps
eachlndependentattribute winto a continuousutput a Both classification and regression suppose
that a training sebf examples with real classes feature values is available [24]. Some applications
of regression are (a) demand analysis in Husiness, includinthe predictof the stock market index
basedon economic factor$25], (b) predictthe likelihoodof readmissionof a patient, andhealthcare

cost prediction in the healthcare domajh6][26].

2.2.1.2 Semisupervisedearning

Semisupervised learning uses a combinatiohlarge unlabelled datasets and a smialimber of
labelled to generate a classifier [27]. Its methodology operates between the guidelfisepervised
learning andunsupervisedearningfor producinggoodimprovementin the performanceof learning.
Insemisupervisedlearning, onepossiblestrategyisto usea smalllabelled trainingsetto constructa
model, which is then refinedsingunlabelled information [28]. For example, we coukkthe initial
modelto predictunlabelleddata,andthen usingthe most confidentpredictionsasnewtraining data.
After that, we could retrain the modebn this expanded trainingset. Recently, semsupervised
learning has been applied in diverse applicatiomgluding web data, stock data, images, and
biological data [29][30]. This methodology learningcan deliver the valueof practice in human
learning areas such as speech [31] and vision [33sdlareas involve a small amouwit direct

instruction and a large amouiaf unlabelledexperience.

2.2.1.3Unsupervisedearning

Theunsupervisedearningapproachdiscoversiddenstructuresin the datasetthat havenolabel. This
datasetdoesnot containa clasdabelin contrastto supervisedearning, whictprovideslabelledinput

data. Clustering is the most common approachutsupervisedearning [33] Clustering technique
works basedn assessing the similarity between examples and placing similar instances in the same
group and diverse instances in different groups. The popular algorthunsupervisedearning is K
mean.lt isanapproachfor representativebasedclustering[14][16] Algorithmsmayemploydifferent
measurements, such as statistical measurements and quantisation émonsupervisedearning,

there isnolabel assigned to the datd@husthere isno straightforward way to evaluate the accuracy

of the outcomes producetly the algorithm. Most important applicationsf unsupervisedearning
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arefindingassociation rules. These are important in market analpsiskingsecurity and consistsf

an essential partf pattern recognition, which is critical enderstandadvancedAl[16].

2.2.2 Preparingdata for machindearning

Oneof the essential stepsf usinga classifier to solve reaborld problemsis to collect and prepare
datainto aform acceptableto the ML algorithms.The firststepin preparingthe dataisto understand
the contentof the data,includingdatameaningand the way the data collected [15] For example, the
datatype of the attributes is necessary toe understood because the variable§the data set play a
role in building machine learning models. The dimensiohthe data, clasdistribution and data
correlation are essential as well. Thelependentand dependentvariables are used in making the
modelof machine learning. However, othgariables may nobe used inbuildingthe modelbut can

be usedfor explanationg34] Thereare someinteractivetechniquescanbe usefulto explorethe data

to better understandits features, such asummarytables, and data visualisation. The steps uted

preparethe data to applyincludes:

2.2.2.1Datacleaning

Cleaning the data usually takes a considerable amotititne. Cleaning operationsicludedefining
errorsandmissingvalues Machinelearningalgorithmscannotproceedbeforesolvingtheseproblems
[24]. Datapreparingstep refers to treat data set to delivermedetermined purposeffectively. The
quality of input data of a machine learning system manages its sucoegailure [20] For instance,
while training asupervisedlearning model.feeding an algorithnby training set thatincludesthe
majority class and the other is a minority class will not result in a balanced and generalizable model.
Theresultingsystemmightbe greatat recognisingnajority classesbut it will likely be unableto detect
the second class. Machine learning algorithms wlydatasets fed into algorithms to execute the
learning task. Data is considered L-quality data basean the degreeof fit or meet the underlying
expectations basean the contextof the Data [20] The data quality metrics allawarkingerrors
resulting from missingor incomplete entries within a sebf data. Some causesf data quality

problemsin machine learningre:
Completeness

Completeness means there ane missing,or incomplete entriesof any data elements. Incomplete
dataisindicatedasalackof quality. Thereforeseriousconsequencesanleadto invalid resultsn the

dataminingapplication wherthe useddatasetsarecontainingrowswith missingvalues[35]. Missing
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dataisone of the mostpopularissuesn the machinelearning field Thisissuecanbe causedoyerrors

in the datacollectionprocessor by design[6]. Forexample,in the datasetgatheredby surveyssome
peopledo not answer some optional questionshus,the data will contaimull values, which cause a
problemfor the analysigprocesq14]. Somealgorithmsusedefaultvaluesin the input data, whichcan

affect the results. However, others will remove such sample even if it contains valid values in most
columns. Moreover, excluding the column does not cause a high decrease in performance [35].

Generally, there are four methoder dealing withmissingvalues in he dataset:
0 Remove rows with angnissingvalues.
0 Exclude columns that contamissingvalues.
0 Replacanissingvaluesby mean, mediaror mode.
0 Impute themissingvalues.
A part of the work presented in this section was published in [36].
Noise

Thenoisein the datasciencecontextis datahavinginaccuratedata(invalid) points [37]. Thesevalues
are often correctedbeforerunningthe datamining processbecausehey obscurethe actualvaluesof

the dataset, such as in image classification problem and eofdise humanlabellers [38].
Outliers

There are often some data entries that have different characteristics from most of the other objects
of the data set [39]. fius, these values do not fit into the derived model nicely, and the model may

behave unwell for the entire data [40].
Relevance

Thedatashouldmeetthe straightforwardneedsfor whichthey aregatheredandfor further different

purposesSome features mighteirrelevant to the taskeingdeveloped40].
Bias in dataset or class imbalance

Reallife datasets might nobe well balanced, andhus usingunbalanced datasetsanresult in bias
that affectsthe outcomesg[41]. Forexample,a given diabetesdatasetmight not varyenoughto cover
all different typesof diabetes that a system miglite expected to classify. The datasdgpendson
what wascollectedor the sourceof the data. Typicallychallengingo gathersamplesirom the whole

universeof data whose behaviour the algorithm should model. Datasets are rhgdeawing from
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sources that produce examples belonging to the warfldlata. For instance, a given datasktr the
diseasdas Xsampledor the onemonth. Utilisingthis datasetmakesa classifiemperformsverywell for

X samples. However, therens guarantee that the classifier will keem performing great as time
progresse®r if broughtto anotherdataset.Particularly,Y samplef asimilarillnessadditionallyhave

a place in theuniverse.Y might have different properties, which are not exhibited in samplda
this case, it isinlikelythat the classifier will producgoodresultson Y samples. Class imbalance is
resultingfrom data biasn which thenumber of examplesof one class is decidedly smaller than the
number of samplesof another clasdabelof data[41]. Theclassifiermaycauseselectionbiasbecause

of temporal impacts that added to the choioé the specific dataset used to learn the classifier [42].
Selectiorbiasisaregulartype of biasthat canbe brought aboutby imperfectdatacollectionflows. A
different kind of bias is called observer bia.causedby errors humandesigned processes which
cause to gather incomplete data with incorrect labels assigned to samples, affecting the acafuracy

the system[42].

2.2.2.2 Transformation

In somesituations,it isvital to makenew variablesrom existingvariablesof the datato enhancethe
performanceof the ML model. For example, calculating the averaea seriesof numbers,or from
date of birth, we can know the age. The principal component analys{®CA)[42] reviews the
connectionbetweenvariablesfor extractinga smallnumber of factorsrepresentingthe datavariance

[42]. Some attributes need tbe scaled in the rangef [0, 1].

2.2.3 Feature selectiomethods

Featureselection offers an efficient way to remove irrelevant aredundantdata. ApplyingFScan
decreasecomputingtime, enhancelearningaccuracyand promote a better understandingof dataor

the learningmodel. Thispart discuss assessment stest arefrequently usedor selectingfeatures

[43]. Feature selection methods have been applied to various datasets in several domains, including
healthcare.In recent years, there has been an increasing interest in analysinghbaee datasets,

which containhiddeninformation whichneedsto be extractedfor the right decision. According to

[43][44], many potential benefitsanbe obtained with theuseof feature selection, suclas:
1 Reducing thewumberof irrelevant features and reducing the measuremesust.

1 Reducingedundantfeaturesandleadsto anincreasein accuracyandefficiencyof the model

performance.
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The most used feature selection methods include:

2.2.3.1Correlationbased featureselection(CFS)
Feature selectioffior classification tasks in machine learnicgnalsobe accomplished basedn the

correlation between features, and such a feature selection procedarebe beneficial to machine
learningalgorithms[45]. CFSnethod generatesanksof the featurebasedonthe correlationwith the

other features.Allthe featureswhichgivelesscorrelationwith the rest of the featureswill be selected

and exclude the features that have a high correlation from the data [46] For removing the highly

correlated attributesfindCorrelation() function from the caret packageanbe used.

2.2.3.2Variablesmportance(VImp)

The variable importance can be quantified by using the score of the importance of given attributes.
The use of the mean of misclassification rates for classification or mean square error (MSE) for

regression [44].

2.2.3.3Recursive featurelimination (RFE)

Recusivefeatureelimination (RFE}44] is afeature selectionmethod thatis usedto removeweakest
features. RFE seeks to improve generalisation performéycenkingthe features and recursively
removingthe leastessentiaffeatureswhosedeletionwill havethe leasteffectontraining errors[47].
In general, FS refers to the methad acquiring asubsetfrom an original feature sdby selecting the
appropriate attributesof the dataset according to specific selection critetiaplays a part in data
processing, removingedundantand meaningless features. Feature selection metbhad enhance

the accuracyf learning, decrease learning time and simplify learningcomes.

2.2.4 The use of machinkearning

Thissectiondescribeshowmachinelearningis beingusedin realworld applications Machinelearning
iswidely usedin avariety of domains.Theproposedapproachbuildson the training datasetandthen
classify test dataset basesh the learned knowledge. Many area$ mathematics and computer
scierce,includingmachinelearning, allowdatasearcheto offer valuableservicedo almostanyfield.
In the healthcare field, there is a large amousftcrucial clinical data that mighte usefulfor data
research. Thelatasetsusedto validatethis work arefrom the healthcaredomain. Thereforethe use

of machine learning in the healthcare domain wiéiscribed.
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2.2.4.1Machinelearningin healthcare

The ML techniquesn the healthcare fielgorovide healthcare professionals with better information
for making a better decision. Machine learning (Méghniqueare powerful and flexible toolfor
analysing angredictingresults from clinicabr biological data. Th&IL model has the potentialor
improving healthcarein manywaysefficiently. Healthcaredatasetsare optimaltargetsfordatamining
methods. Several datanining techniqueshave been applied to healthcare and medical d&ba
predictingmany diseases. Some algorithms that are used to predmgmosis empower healthcare
officialsto allocate resources optimally and physiciangtovide better treatment opportunityfor

patients. The main areasf possible applicationsf machine learning in healthcare domaanme:

1. Medicaldiagnosis

Inthe healthcarefield, practitionerscanusediagnostiomodelsfor recommendingappropriatetesting
andtreatment. Thediagnostianodelscanhelpto decreaseghe burdenon physiciansjncreasepatient
accessto care, reduce costs, and save resources. However, despite the research adehiMies
techniquesin the healthcaredomain,its role in the clinicisstill limited [48]. Theaccuratediagnosisof
diseases at the early stage plays a significant role ircéineof patients. TheviLtools candetect the
importanceof the features frombig and complex datasets. Diversiby the ML techniquesncluding
supportvector machingSVM)decision trees [18], deep learnif®P)49] and neural networkANN)
[50] applied indiseases [51] diagnosis suchfdsheimer'disease heart disease [52] andncer [53]
for buildingmodelsof classificatiorand prediction. Patternrecognition algorithmsisedin computer
assisted diagnosisan help physiciangnterpret medical images in a comparativelyief period.
Medical images from various medical exams such-e/¥X MRI and ultrasound are the information
sourceghat describethe situationof a patient [6]. Applicationfor computeraideddiagnosi{CAD)s

to identify and classify breast lesions in ultrasound pict&s.
2. Drug discovery

Drug discovery involves a broad range of scientific disciplines, particularly in the areas of biology and
chemistry. It is the process to identify potential medicines that influence diseases. The ML and
artificial intelligence (Al), including deep learnirere powerful methods for understanding the
conditions that affect molecules because they can deal effectively with high dimensional databases.
The ML approaches that are commonly used in drug discovery are SVM [8], DINBY[5%], naive
Bayesian metbds [28] and ANNs [42].

3. Treatments
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Disease treatment is a procelBw |dentifying what disease that a patient suffers from to determine
appropriatetreatment canbe givento that patient. TheML methodsin manyapplicationsare usedin
disease treatment to identify whatype of disease preventand sideeffects [56]. Machine learning
applicationsof robotics are used in surgery [13] [56][57]. The healthdadeistrycan be considered
as a place with rich dat@dueto generating massive amats of data from administrative reports and
electronic medical records. Healthcare field covers some detailed processes such as prevention
disease, the diagnosis, treatment, aimjury. Solanki et al. presentedsiudyof the analysisof some
application of dataminingtechniquesin healthcare[57]. Theirstudyprovideda comparativeaccuracy
analysisof various datamining techniquesin the healthcare sector. Somef the data mining
techniquesare consideredncludingdecisiontree classificationsupportvectormachineclassification,
linear regression, hierarchical clustering. Researchsesthose techniques as theprovide high

accuracy anefficiency.

Somestudiesinvestigate approachetor exploring the datamining and healthcae industry fields.
These fields have arisen sonoé the various reliable systemef early detection and different
healthcarerelated from the clinical and diagnosis data. Jothi et al. have investigated the different
paper associated with this field in terne§ method, algorithms and results [58]. TML and bigdata
topics have gained mucattention from researchers in healthcare [59]. Manogaran and Lopez
presentedasurveyof bigdataarchitecturesandmachinelearningalgorithmsin healthcare[59]. Their

study includesan overviewof the state-of-the-art machine learning algorithms to geesshig data in
different domains,ncludinghealthcare [60][61]. Following are the different classification algorithms

applied irhealthcare:

Oneof the mostcommonclassifierssdecisionTree(DT)is considered22]. Decisioriree algorithmis
usedto analysehe clinicaldata. Somestudieshaveexploredthe decisiontree algorithmin their work
[57][60]. Allithe three works have used the decision tree to the data set to increase the prognostic
performancedependingon the accuracy. The usethta in these researches are balanced data set.
Thek-nearestneighbourisadistancebasedclassifiermethod. Studiesby Baguiet al.[58], Armafianzas
etal.[62],andJenet al. [63] haveusedthe k-nearestneighbourin their respectivepredictive models.
k-NNperformswell for alargeandhomogeneouslataset.However,it hasno explicitmodel, soallthe
calculations have tde repeated to classify a newase.Supportvector maching(SVM)method is

commonly used in medicdiagnosis.

Studies by Suet al. [64] and, Zheng et al. [65] have used the SVM technique for medical diagnoses.
According to the results obtained from these comparative studies, SVM provided the best

performance because ihaps the features to higdimensional space. Moreover, SVM can handle
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classificatiotaskswith excellentgeneralisatiorperformance.Guptaet al. presentedanapproachfor
recognisable proof and forecasf MicroRNAs (miRNA) in infect®aosingartificial neural networks
(ANN) [66]. MicroRNAs (miRNA) are a atdisen-codingRNAThey used structural characteristiok
pre-miRNA topreparethe ANNfor identifiable evidenceof miRNA in new viral genomes. The results
demonstrate that this system mightte usedfor distinguishing novel miRNA as a paftother viral

genomes with respectablé&iumph.

Anotherstudyalsoevaluated theperformanceof five different classificatioomethods, includingC5.0,
Rpart, knearest neighbour (KNNEVM,and random forestRF).Three different feature selection
methods areapplied, includinghe correlationbased feature selection method, variables importance
selection method, and recursive featueémination selection method. Seven relevant numerical and
mixed healthcare datasets are considered. -feld crossvalidation is used to evaluate the
classification performance. The experiments showed that there is a variatithre effect offeature
sdection methodson the performanceof classificationtechniques[67]. According to Miotto et al,
using deep learning technologies to advance the heatthre domain couldbe the vehiclefor
translating important biomedical information into improvedluman health. However, there are
constraintsfor enhanced growthof techniquesand apps, mainlyjor domain specialists in termaf

easeof understandind 68][69].

The ML model of classification can be useful to diagnostic systems for the disease. For help in the
diagnosis process, software applications ("apps") were created. In the Google Play and Apple App
stores, these apps are accessible [70][71]. Further, these systems provide only the facility for the
diagnosis of certain illnesses. However, they also irsgetne danger of incorrect data being

presented. Further study on the use of these applications, the consequences for medical practice is

needed [71], especially in the applicability domain of these applications.

Althoughthere are manymedicalaccomplishnents, someillnesses continué plaguehumanity[72].
Diabetesgcardiovasculadiseasesgancerchronicrespiratorydiseasesandmentaldisordergepresent
approximately 77%f the diseasédurdenand 86%of fatalities in the European region [72]. Coronary
HeartDiseas€ CHDJ)sone of the leadingcauseof deathglobally[73]. Alzheimer'sdisease isffecting
about60percentof dementedpeople[72]. Earlydiagnosiof this diseasewill assisipatientsin leading

a quality lifefor the restof their lives. Diagnosing the existence and sevewftgny illness correctly
usuallyincludesusinga costly operation. One feasible alternative is to use computational methods to
predictanycasesf the diseaseo provideanoriginalestimateof its probability. Accordingo Marmot

[74], policymakers in everndustryshouldbe concerned about health status, npistthose engaged

in health policy. Using healthcare datanenhancepublichealth services and helgefine disease
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patterns that may lead to more efficient prevention procedurkdkss commonly acknowledged that

routinely collectedhealth caredatacanbe usedto enhancethe health of communities.Dataanalysis

by machine learning provides significant benefits in evaluating large quantifieesmplex dataon

healthcare [75].Theaccuracyof the classifiedependsheavilyon the reliability of datain termsof its

clinical reality reflection. For example, if an mentally incorrect medication imcludedas partof a

dataset. Then this dataset utilised to train a classification model to suggest treatrfioeras illness.

The trained model could wrongly recommend this medidioea condition,resultingin disastrous

consequencedJsingthe skillsof robustmethodsfor analysingargequantitiesof complexhealthcare

data candevelop health care delivery's effeveness and costffectiveness. Deep learning [76][48]

and machine learning [77] are powerful todts the health care domain. Sonwf the currentwork

on disease classification is outlined in Table

Table 1: Classification algorithms for diseases

Author Disease Resource o] year Classification tool Classification
Data Technique Results
Mohan et Heart disease UCI 2019 Hybrid random | R studio 88.7%
al.[78] forest and a lineal rattle
model (HRFLM).
ChenWu et al Fatty liver Diabetic 2019 | (RF), (NB), (ANN| WEKA| 87.48, 82.65,
[79] diseasqFLD)| Reseach logistic regressior 81.85, and
Institute in (LR) 76.96%
Chennai
Mostafa et t I NJ A Y] UCl 2018 Decision Tree, | WEKA| DT,91.63%
al.[80] disease Naive Bayes and NN,91.01%
Neural Network NB,89.46%
Sivasakthivel | thyroid data UCl 2017 J8, CART and | WEKA NM
and Random Forest
Shrivakshan
[81]
Bhagya and Alzheimer's NM 2018 Naive Bayesian| WEKA 96.69 %
Sheshadri72] disease

The following findings are concluded based on the literature review undertaken

classification algorithms for healthcare data:

in this thesis on

1 Mostof the literature focuse®n classification accuracy, and festudieshave considered

manycriteria.

1 The steof the data set used small in some resear8kfew data are usedor training and

testing; there isno generalisatiorofthe trained models from different sources to nelata.
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1 The classification processust behighly accurate as it is used to assist the specialists in the
healthcarefield intheir findings.However the accuracyerformedbasedon different factors
such as a real database, optimal sgft features. Therefore, the performancef the

classificatiorshouldbe evaluatedappropriately.

2.3 Classification

Classificatiomsthe commonlyusedmethodsof dataminingin manysectors.It isa supervisedearning
approach, having known class categorigés.appropriate machine learninghodellingtechniquecan

be selecteddependingon the prior knowledgeof the available data type. Some machine learning
techniquesare hard tointerpret, like neural networks, whereas other methods such as decision trees
areviewed asprogressivelhstraightforward.Decisiortrees producea pathwayto anexpectationthat

canbe followed.

Moreover,they havefastlearningandclassificatiorabilities. Thereare different techniquesavailable,
but this section focusesnthose most used in healthcare data modelling. To betiszclassification
algorithms as tools to solve realorld problems,we need to have a cleamderstandingof both the

issues, the algorithm, and the methodologged.

This setion presents backgroundn classification as supervised learning. Section 2.3.1 covers
classification algorithms, Section 2.3.2 coversemblelearning for classifiers, and Section 2.3.3
discusses performance measures. Classifier evaluation is presentsettion 2.3.4. Section 2.3.5
includesthe classifiers quality metrics. Sormatidiesof robustness in machine learning are presented

in section 2.3.6.

2.3.1 Classificatiomlgorithms

Generally, there are distindtindsof learning techniques, each having its own characterises and way
for solving some learning issue. Classification algorithms have been used successfully in many
domains.Wellknown machinelearningalgorithmsare C4.582], SVM428], RH3], AdaBoos{83], k-

NN [12], classification and regression trees (CARTSs) [19][84], and naive Bayes [28]MISome
classification algorithms consider a probabilistic classification approach. A probabilistic classification
approach aims to estimate the joint probabililensity function for each classln this section, we
discuss different algorithmgf supervisedearning method including, DT and RIB,SVM,ANN, and

KNN.
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2.3.1.1Decision trees and randoforests

Classification trees emulateumanreasoning because they amgterpretableas a sebf rulesor as a
tree-like flow of information [62]. Decision tree classifier is oakthe most common classification
techniques.It uses data, which contains feature vectors assigned to a specific class. This approach is
usedto classifydataandto representthe resultsin atree structure [6]. Thismodelclassifieslatain a
data setby flowing from the root through ajuery structure until it reaches the onelass leaflt is
splittingthe data set recursively baseaxh the attribute, whichdividesthe datauntil a specified stop
criterion is reached. The domain dé/idedinto regions(sulsets)[12]. For a giverinput datasetd,
different split points are assessefr each variable iml. The decisiorof numericattribute is of the
formay  wfor wvaluein the rangeof ¢y . Categoricahttribute decisionisof the form ¢y N @wforthe
subsetof values in thewy domain. The bessplit point is selected taplit the data intosubsets,Q; o
and'Q . The pointgoM ‘Qthat satisfy thesplitdecision are iff), o andQ corresponds to the points
that do not satisfythe decisionof splitting. Therecursivepartitioning processcanbe stoppedby using
stoppingconditions,includingthe sizeof the partition d. Thisconditionpreventsoverfitting the model

because the model avoids dealing with a srealisetof the data[12][28].

Thereare somecriterionsusedto split point for anumericor categoricahttribute. Asplit point which
providesthe bestseparationbetweenthe clasdabelswasselected Entropy measurethe amountof

uncertainty in a system. The entrop§a setof points'Qis definedas:

Q

a9 B 0(c0) log, 0 (G0 (1)

(EXN
Where, (60 is the probability of clas&in Q and k in the number of classes. When d split @,

and’Q ,the entropy is given as:

EnQi Eg ¢

AQ0oi® & = Aol + AR 9 @)
Where, ¢ is the number of points ifQ andé¢;odenotes the number of points i@, o; and¢ ; ;
denotes the number of points if2 ;. Information gain is used to check the overall entropy.

Information gain is given as:

00 TEQ,0iQ ) =" AD  "AQ0i o 3)

The greater value of information gain indicates the reduction in entropy and thus the better split.

Gini index is another measure to check the purity of split point, it is defined as:
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The higheiGiniindexvalues denote disorder, and the order is denotadower valuesof Giniindex.

The weightedSiniindexof split point is calculated as:
THhQi te g
AQoiQ )= T Al + AR 9 )
Where, ¢ is the number of points ii® and¢ ; o@denotes the number of points i€, o, and¢ ; ¢

denotes the number of points i€} ..

The measure of Classification and Regression Trees (CART) is defined as:

€nake ¢ o o
66 Mo Q=2 B8AH%wa O(@HQ ) ©)
1
Where,¢ is the number of points i) and¢ ; o@denotes the number of points i€, o, ande¢ ; ¢

denotes the number of points if} ..

Decisiortreescanbe visualisedasatree-structuredrepresentationform, whichis easyto understand
andinterpret. Themodelof the decisiontree containsinternal nodesandterminal nosed(leaves}hat

assign class labels to regions. Iterative Dichotomiser 3 (ID3) algorithm was the first algorithm
concerning decision tree training [85]. The C4.5 and C5.0 algorithms improved upby dB&ling

with missingdata, performingpruning,dealingwith continuousdata, achievingsplittingandrules[82].
RosQuinlandevelopedthemin 1986and1993[82][86][87]. Overthe years differentalgorithmshave

been developedor DT. The most common algorithms are ID3, C4.5, C5.0, CART, and1CHAID

TheRFmModel, aspresentedby Breiman[3] isacombinationof manydecisiontreesclassifiersTheRF
is arobustsupervisednachine algorithm usetbr regression and classificatigmoblems.Eachtree is
grown basedn two procedures. The first procedure ishaild the bootstrapensemblemodel, as we
demonstratedin Section2.3.2.At this stage,a subsetof the training datasetis selectedindependently
for all trees in the forest. The resf the examples are calleaut-of-bag(OOB) set and are utilised to
I aaSaa gdon®ssoivfit [Q]fB3]. The second procedurefisr growing the treeby splittingthe
localtraining set at each node basexh the value of one attribute from an arbitrarily chosen subset
of variables.Dueto the lackof pruning;therefore, each tree is grown to the most substantial extent
possible. The stages the bootstrap and growingequire a contribution of random input vectors
which are independent between trees and identicallyistributed. Thus,each tree is sampled
independently from the ensembleof all tree predictordor a given training datasd8]. Predictionof

newdataisperformedby aggregatinghe predictionsof the trees. It isgenerallyknownthat methods
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are used to combine outputs of the classifiers such as voting (for classification) and averaging (for

regression). Table 2 shows the advantages and disadvantages of-basgel trees [87].

Generally, the RF model is amsemblelearning algorithm whictkcan help to improve machine
learning resultdy combining several models. This approach produces betetictive performance
comparedto asinglemodel[3][88][77]. Therearemanygoodreasongo utilise decisiontreesmodel.
For one example, DT is edasyread.In contrast, the main disadvantagef DT is that DEancreate
complex model, basedn the dataincludedin the training set. With a listf advantageof Decision

trees, there is usually a sef limitation sitting in the background, as showntle Table2.

Table 2: Advantages and disadvantages of modedsed trees

Advantages of decision trees Disadvantages of decision trees

1 Highreadability. 91 Decision treeganbe unstable.

1 Fast learning andlassifying. 1 Decision treeganhaveoverfitting.

1 The classifiecanhandlelarge setof 1 The classifier replicates pam$the
data. trees.

1 The classifiecanhandledifferentdata 1 Numeric attributescanlead to
types[28][42]. extensivebranchingandgenerate

complex decision trees [18][28][89].

2.3.1.2 Artificial neuralnetworks (ANN)

Neuralnetworkshavebeenutilisedin manyapplicationssuchaspattern recognition [90] forecasting
[25], classification [65] and prediction [28][9]. The artificial neural network contains nodes, neurons,
and weighted connections between thegseurons,as shown in Figure %n the learning processf
the network, weights are adaptedin activation function defines theoutput value of each node

dependingonits input values. The change in weights is represenisidgHebbrule as:

Y0 0% & i )
Where,&is a constant called learning rate, x is the input, and y is the output.

Figure 5 shows a multilayer feddrward neural network. Each neural network contains the input
layer, the output layer and hidden layers. The input layer obtains the data fromrettepurces
(attribute values), the output layer generates the output of the network, and hidden layers link the
input and the output layer [18][50]. The input value of each node in every layer is calculated by

computing the sum of all incoming nodes, theniltiplied with the weight of the interconnection
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between the nodes [10][18]. Many typed activation functionanbe used.The sigmoid function is
commonlyusedto calculatethe output valueby usingall input values.Thesigmoidfunction is defined

asfollows:
1
1+Q0©
Where,®in the input and'ds the output. wheréQi€the sum of the input nodes &

Q) =

(8)
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Figure 5: Single and multilayer neural networks [21]

Twomaintypesof neuralnetworksclassifierare FeedforwardNeuralNetworksand RecurrentNeural
Networks[84]. Backpropagatioifbackward propagationf errors) isastandardmethodfor training a
neuralnetwork. Backpropagatiomlgorithmadjustsweightsin the neuralnetwork basedonthe error

rate obtained in the previous iteration (epodBp].

2.3.1.3Support Vector Machine§€SVM)

Support vector machine classifie(SVMs)is a powerful supervisedlearning technique used for
classificatiormandregressionTheSVMclassifieisamongthe mostaccuratemethodsin allwell-known
dataminingalgorithms.ThebasicSVMalgorithmwasdevelopedby Vapnikin the mid-1990sasaresult

of the useof developed conceptsf statistical learning theory [19]. Thgreliminaryobjectiveof SVM
classification algorithm is to find layperplanewhich canseparate the classes (two classesgiven

data points with a maximal margin, aridr the ability of generalisation. Figure Blustrates the
hyperplaneobtained with SVM,on two-dimensional and two classéalinear SVM).The dark points
represent the supporvector, whereas théhyperplaneis corresponding to the classifier. The SVM
decisionboundariesin the feature space, which separate data points belonging to different classes

[77]. Their basiprincipleof SVMis to construct a maximum margin separatimgperplaneor a
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function"(a) = 0 "o+ Qin features space [54]. For a given datagghat belong to two
e1n]
& K

classes 1,1 2, the distance from an example to tlgperplanes equato

Figure 6: Visualization of support vector machine algorithm finds the
hyperplane that maximizes the largest minimumdistance between the
support vectors [19]

SVMfinds 0, such that the’ @) equal to Ifor the nearest examples belong to class, and-1 for
the closest data pointef] 2. If the problem is not linearly separable in features space, a kernel SVM
canbeusedto transformthe datato kernelspacg higherdimensionalfeature space)54]. Thenlearns
the optimal linearhyperplanein the feature space. A decision function is identiftegbendingon the
linear hyperplane. Kerndlinction relieson a subsetof the trainingdataset calledsupportvectors [11]

classifierestablishes

2.3.1.4NaiveBayes

NaveBayesapproachusesprobability theory to find the mostlikely classificationlt assumeghat the
features are allindependent[6][27]. An estimation of the posterior probabilitiesof the class is
determineddependenton featureinformation. It estimatesthe posterior probabilitiesof class-gand

selects the class with the highest estimatawbability:

OHDT QTG &)} )
Where, x is a set of samplasjisithe predicted class for x, addy, ¢) isthe posterior probabilities

of clasy

Naive Bayes approach can gain knowledge about the state of attributes and their dependencies. The

likelihood can be decomposed into a product of probabilities tvinesults in the formula:
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Where,0(6j ) is the conditional probability that x occurs if evehis known to be true (the

likelihood), and)(¢) is the probability of x occurs from any classes [33].

2.3.1.5k-nearestneighbour(KNN)

K-nearestneighbour(KNN)isone conventionaldistancebasedalgorithmfor classifyingbjectsbased

on the outcomesof the closest objects in the training data [91]. TheNKdassifier uses the distance
(similarity) between the test point and each data points in the training dataset. Next, selecting the K
closest points and making a vobé their class labelfor determiningthe labelof the test point [92].
However, classesith more frequent outcomestend to dominatethe test objectclassificationTheK
closest instances from the training set are considered only. Then, theafldss new point is placed
basedon most membersfrom this setof K closest instances [93]. The necessary componafittse

nearestneighbour classification method [42][ificludethe followingsteps:
a) Take a setf labelled objects witlieatures.

b) Calculate the distance between objects in the training set. A distandeame a realvalued
function d, such that for any data points X, Y& &) oG =

0"QRe ©1¢ &= 0 The most popular distance function is Euclidean distance, wisich

computed asl & w) N@, g2, where,cxandcxgenote the attribute values of two

points.

c) Consider the nearest neighboufls).

K is a usedefined constant, and a test sample with given variables is classified by assigning

to the most frequent label among the k training set nearest to that test sample [13].

d) Determine the most frequentlassification.

The predicted class for x 31 "Qa{dcy &)} = argmax{k-3. Where,wtHe predicted class, and
0(cah 6 is the posterior probabilities of class, andk-ndicates the points number among the K

nearest neighbours abthat are labelled with class,

2.3.2 Ensembldearningfor classifiers
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Theensembleapproach combines a sef weak classifierfor improvingthe performance, especially

for the unstableclassifiersTheclassifiecanbe an unstablemodelif asmallchangein the training set
affectsthe outcomes significantly [6][27]. For example, the decision trees classifier is susceptible to
noisy data and tend to have overfittin@ueto constructing a classifier that isbustto noisy data,
different classifiers are trainedn different datasubsetsto provideindependentoutcomes. Next, the
results are combined in the wayf ensemblelearning. The methoof selecting the training sets are
different. Inthe training stage we choosethe ensemblesizek andthe baseclassifiemodelfor agiven

data setd= {al, 8 oh}. We make knumberof samples from X and traiolassifiers

61(c h 6 8@y for all samples. Each sample makes one classifier [26][94].

The decision is takeby voting or averaging. Taking the label assigriydclassifier Ci tdoe a "vote™
for the respective class, assign to x the class with the langastber of votes amongthe classes.
Majority voting among the classas®? (¢) = d1 "Qa i) Q p h @&)8 Weghted voting
combination ovethe outcomeof the baselearnersisthe wayfor combiningbinary classificationgsan
be byhaving weight{0 1, 0¢ h  8® which deal withensemblemodels.Supposehe classes are
givenas{+1,-1},classifyinghe newdatapointsbyall classifier$)1(¢), 8 ,6 (@) to gainthe prediction
wiklexpressed as:

Q

oHi QM 0 O @) (11)

?1
Variouswaysare usedto achieveensembleearningincludingusingdifferent ML algorithms,different
parameters (such as trees siagedepth), or different training sets. A parbf this work presented in

this section wagpublishedin [94]. The most popular methods are:

2.3.2.1Bootstrap aggregatioiBagging)

In bagging, different samplesf training sets are selected with replacement from the original input
training set. Modelsaretrainedbasedon eachsample.Eachraining setisdifferent, with anemphasis

on the varianceof training instances. The RF classifis asupervisedmnachine learning algorithm
which uses arensembleof decision trees classifigB]. The RF select samples randorbilyeither
subsetof training instancesor subsetsof featuresof eachdecisionpoint. Theadvantageof baggings

obtaining low variancéueto the averagingffect of majority voting[89][95].

2.3.2.2Boosting
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Boosting is anothetechniqueto train the base classifiersn different samples. Moreover, this way
raisesthe performanceto classifyinstanceshy selectingthe samplesTheprocessstartedby selecting

an initial training sample tduild a classifier C1 with an error rat®ext, training samples are
constructedby choosing the misclassified points with higher probability. The second error rate is
obtained with the second classifier C2. Quild the third training sample set, the instances that are
misclassifiedy Clor C2are selected.Theprocesdsrepeatedfor manyiterations. Weightedsamples

or biased samples are employed to obtain different training sets. Finally, a combined classifier is
obtained. The advantagef this way has an error rate, which is less than éneor rate for a random

classifie[96].

Moreover, the classifier C2 may classify some instances where the classifier C1 fail. The idea behind
boosting method is to train a new model based on the errors of the previous model and discover the

samples that are difficult to classify. The later classffecus on these instances better [91] .

2.3.2.3 Adaptive boostingAdaBoost)

AdaBoost is an example the boost classification task. AdaBoost algorithm trains N boost models
usingthe weighted trainer. Different machine learning algorithwen be used for this method. It
works wellon many of the machine learningproblemssuch as speech recognition [31] and face
detectionproblems[32]. Exampleof AdaBoosin facedetectionproblemisanalgorithmcalledViola

Jonedacedetector[97].

The theorybehind Boosting Algorithm is tdouild a classifieron a given dataset, as illustrated in
Algorithm1. A weighted classifiér @ trainedon the data x with corresponding classes y, and the

weight vector w. The vector w assesses the importasfabtaining datapa y i Q& NRA IKGd a2 NB
canknowwhichpoints areimportant. Then, allhe pointsweightorderto focuson somepointsin the

next learner. Next, we compute predictions of the model dNext, compute the weighted error rate

for the classifieroveralldatapointsto checkthe pointsthat havepoor outcomes.Computecoefficient

that is used in weighted updatindt is derived from error asline 5 in Algorithml, and then we

compute new weights aisline 6 in Algorithm1.

The processof building a classifier andupdating weights process is repeatedntii no more
misclassificationare obtained. Thefinal classifiemwill be obtainedby voting from all N classifiersaand

weightedsummationof the outcomes.Theresult will be abovezerofor (+1),and below zerofor (-1).

(i 6601 QaAnBO)) H0
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If o= whhe weight will increase, andd wHhe weight will decrease. The weight w is normalised to

1.

Input dataset (X, y)
For i=1 to boostNumber do
Create w
0 ROI dhgpv)
GOH) | QQEDP
Q=0 2(0 ¢§U
L =exp( | Qwd¢u
0/i 6 @)

0
End for

© 00 N o 0o b~ W DN P

=
o

End

Algorithm 1: AdaBoost process

2.3.3 Performancemeasures

This section provides different measures to quantify classification algorithms performance.
Performance measures that apply to the classification modelspaesented. Criteria specific to
certain classification problem domains adividedinto the binary classifier andnultiple classifiers.
Classification model evaluation is essent@l assessing the qualityf the classification model. The
main objectiveof evaluating the classification model is obtaining a reliable assessofi¢me quality

of the modd results. Generally, two topics related to the evaluatwfinclassifier are performance
measure and proceduref the evaluation process [98]. Various performance measures are used to
evaluatethe efficiencyof the classificatioomodelbyresearchersn the literature. Most literature work
presents abinary classification. Fobinary classification accuracy, sensitivity (recall), specificity,
positive predictive valu¢PPV)negative predictive valugNPV)the areaunderthe curve (AUC), ROC
curve, Precision, and FScore performance measurements are mosibed. These performance
measuresare givenin this section.Binaryclassificatioristhe mostcommonclassificatiorassignment.

The input is categorised as onef two non-overlapping classes (C1, C2). WherBasmulti-class

classification, thénput must beclassified into a nowverlapping clasef k[99].

Thework hasbeendoneondifferent classificationasksare briefly describedn the subsections below.
Someof the classification modelr binaryclasses, while others consider mudtass classification.
Therefore, the classification work has bedivided into binary class classification and muttiass

classification.
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2.3.3.1Binaryclassifier

Generally, the modetanbe defined as the way to represent the data usid the training process
basedon certain assumptions. Aftdsuildinga machine learning model and obtaining thetput in
the form of classe®r probabilities,the effect of the modelis assessethasedon severaimetricsusing
unseendata. In classification and regression problems, there are many mefieacsmeasuring
performance. Different performance metriczsan be used to evaluatebinary classification models
such as Accuracy, Precision gréaunderCurve (AUC). Ored the best approaches to illustrate the
performanceof machinelearningprogramsis a confusionmatrix. It isawayof assessinghe accuracy
of models.It visualiseshe performanceof the predictedclassificatioragainsthe actualclassification
in the form of falsepositive (FP),true positive (TP),false negative (FN) antlue negative (TN)
information. There are two classésr binaryclassificationthus, the entriesof the resultingare 2x2

confusion matrix with four possible cases [18][100][101], as shown in Bable

Table 3: Confusionmatrix fobinary classification

Data clasy Positive negative

Positive | TP (true positive)| FN (false negative)

negative | FP (false positive] TN (true negative)

From the confusion matrix shown in Table 3, the accuracy can be computed, as shown below:

Accuracyis a performance measure used to evaluate ML models. Using accuracy is a good
indicator in the model evaluation process when the class distribution of the training dataset is

well-balanced.

om0 YO
R AR A S — (12)
Yu+ "Ou+ "O0+ “YO

Where TP is true positives, TN is true negatives, FP is false positives and FN is false negatives. In
binary classification, the accuracy measure is not an efficient measurement for imbalanced data
because the classes in the target variable are a mgjofitone class. Classification error can be
computed by:

V]

1
Misclasdfication Error = 5 B Q) o (13)
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Whereuxdénote the predicted classf the classifiergdenote thetrue class, andds an indicator
functionthat hasthe valuel if its argumentistrue and 0 otherwise.Thebetter classifiethe lower

misclassification error (Errgate).

Sensitivity (TruePositiveRate)isthe true positiverate, alsoreferredto asrecall.It isthe number
of instances from the positive class that predicted correatliyjded bythe actualnumber of

positive observations:

YQE | QE VI GHGE
Yu+ "Ovu

Specificity (False Positive Ratis)the number of instances from the negative class (second class)

(14)

that were predicted correctly, divided by the total number of actual negative observations:
Y Q0 QUG GH—— YU 5 (15)
Yo+ "Ou

Receiver Operating Characteristics (RO&)a commonly used metri€or evaluating the
performanceof binaryclassifiers (e.g. two classes). This curve plots sensitimitiie y-axisand
specificityon the xaxis.AreaUnder Curve (AUC) has values in an arfeh 0, which represents

the degreeof the accuracyf the model. Apoint abovethe diagonaline denotesanaccuracyhat

is better than a random prediction. Conversely, a score below the diagonal indicates that the
accuracy is worse than a random prediction. The AUC represents the albitymodel to
discriminatebetweenpositiveandnegativeclasses Anareaof 0.5representsamodelasgoodas

random. Therandomclassifielin the ROMlot correspondingto adiagonaline. Thebetter result
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Figure 7: ROC curve for Pima dataset

appears closer to the tefeft point in the plot. Figure 7 shows an example of the ROC plot, with

the shaded region showing the AUC. The ROC measures the penfmrmofa classifier on Pima



data set, we used the linear discriminant analysis (LDA) [28] to classify Pima dataset. The AUC is
0.85 in this example, which is close to the maximum {&dpcorner of the plot). Therefore, the
classifier achieved good performance. Plot ROC curve is obtained for thelassclassification

model. We used the linear discriminant analysis (LDA) &sifjaPima dataset.

Precisioncanbe computedby dividingthe numberof correctlypredicted positiveobservationsy

the total numberof predicted positiveobservations:

. . ‘YU
i QW& Q&£ (16)
Yu+ "Ovu

2.3.3.2 Multi-classclassification
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In this section, some measured the multiple classification are explaineddultiple classifier
evaluation refers to the processf comparing the outcomes producenly the classifieron a
given dataset with the actual classes. Machine n#ag algorithms used measures such as
accuracy to quantify performance. For the classificafooblem, the predictive accuracef a
model can be estimatedby the correctnumber of predictions madeby the classifiedivided by
the total number of all obsewrations (see Tabl8). For instance, if a model was exact @des
from 100 cases, the accuracy colleviewed as 80 %. The misclassification rateailkulated

usingthe numberof incorrect classified observatioms by one minusthe accuracy.

W e v, O O0DE BET ITNAAADQ QWO QE
O WWO I=WWe— (17)
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Moreover, the accuracyf a classifier is defined as the fractioh correct predictionson test
set. It gives assessmenf correct predictionsprobability:
€

. 1
6080 i == B Oixr @ (18)
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Where wdenotes actual class d&jindicates predicted class of wg Gisan indicator function which

has Ifor its true argument, and otherwise is zero.

F1-Score(Fbeta) tries to balance and combine both recall and precision rather than using them
individually. It is useful in some cases when the decision is required to choose the best
performance of models. The maxiin value of the FBcore is 1 for a perfect classifier. The

general definition of-beta is:
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1 is the weight of precision in harmonic mean. Various valuésgive different value of

"AY®RE T (0+ 1 ?) (19)

weight to precision and recall. The greatevalues are required. The most often used
performance measurements [99] for binary and mulss classification are @rided in

Table 4.

Table 4: Measures for binary and multiass classification [103]

Binary Classification Measures Multi-class classification
Performance Formula Performance| Formula
Measure Measure
Accuracy YO+ YO 5 OO6 I ¢ pa Y&+ "Yio
"YO+ "O0+ "YO+ "O0 Yy "Ylg Oty "Olg
a
Error rate "Ou+ "0 Ol 14 1| ga "0ty "Olq
"YO+ "O0+ "Y(+ "O0 Yyt "Ylg Oty "Olg
a
Precision Y0 01 QORI B¢ Y
"YU+ "00 2V Oty
a
Recall ‘YU Y Qo a o Ba__Yi
o 5 », I LZY[H' “OD
(Sensitivity) YU+ "0Ou — =
FScore ¢ YQwdWIiaQwQi [ "Of @w§i | ¢ QO aQ® Qi
YQoOda b QoQi YQ OE0A QO Qi
AUC 1 ( YO ,_YG )
2°YO+ "O6 YO+ O
Specificity “YO
YO+ "O0

2.3.4 Classifieevaluation
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The evaluation procedure estimates how well a mockeh generalise to oubf-sample data in
practice [55]. We describe two differetechniquesused tosplit upthe training dataset to create

useful estimate®f performancefor classification algorithms:

a) Train and testdatasets

The standard method of evaluatira classifier is to use different datasets of training and testing

[28]. Typically, a given data set is randomly divided into a disjoint train dataset and test dataset.
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Traindatasetisutilisedfor trainingthe classifieron the first part, andon the secondpart, the test
dataset is used to assess the performant¢he classifier against the expected results [19]. The
typicalsizeof the splitto use70%of the datafor trainingandthe remaining30%for testing. When

the used algorithm is slow to train, the algorithm evaluation process be fast utilising this
approach. Howeverusing this technique can generate a high variancelhus, meaningful
differences in the estimat®f accuracy between the training anddiedatasetcan result. For
calculating the performancef the learned model, the holdut strategycanbe utilised to split

the dataset into two sections, i.e. train dataset and test dataset. The performance assessment
achievedby held-out approach relie®n the divisionof training and testing data. The evaluation

canbe carried out many times, and the average is calculdt].

b) K-fold crossvalidation

The performanceof the learned classifier gained via the method training and testingis
evaluated in the classification process. One commonly used mefloodraining and testing
the learned model, i.e. crosmlidation [28][102]. Crosgalidation is a common approadio
compute the expected valuef the performanceof classifiers. Crosgalidation splits agiven
dataset into k equal size foldk parts) randomly.Eachfold is treated as a testingataset
('Q¢ ¢ ‘QAfter training the classifieon the remaning folds ("Q¢ o\ @E @ €epresentsthe

training dataset. We evaluate its performanegonthe test dataset("Q¢ @ &nd report the

mean and the variancefor the error rate as follows:

1 °
—=_B
0 ° (20)
a1
And its variance as:
2 = 1 ; 2
a1l

We can repeat the whole crosalidation approach multiple times. Next, the average of the

mean of error rate can be computed.
c) Comparing classifiers by Paireeest

This method can be applied to report any significant differences between individual classifiers
for comparing classifiers to check the difference in the results of two classifiers [28][103]. This
method is used to estimate which of the classifiers on aemjidataset has a superior

classification performance. Consider a given dataset described in Table 5.



Table 5: Datasets summary

Dataset Description
D1 Pima Indians Diabetes
D2 Breastcancer dataset
D3 Indian Liver Patient data
D4 SPECTF Heart dataset
D5 Thyroid dataset

For the datasets described in Chapter 3, budt classifieroonidentical datasets. Thelassifiers

are trained and testednthe samedata. Let —¥and—i Sindicate the valuesf the error

rate measurefor random forest (RF) and naive Bayes (NB) classifiers, respectively. We want to
FaasSaa GKS RATFSNBYyOS IJoythelsknte daddsdt. TRk MethBAN® a LIS |
described in [28], which ifor comparing classifierby using Paired ttest to assessthe

difference in the classification performancé two classifiers. We perform the hypothestest

to investigate thisproblem. The null hypothesis"@ is that the classifiers are ndlifferent,

whereas the alternative hypothesi©dis that they are different. Taletermine if the two

classifiers are differendr not different basecdn the difference between theiperformance.

"Q: ‘ Q Q"_'QO ”Q'o: ‘ oqq T
Where,"Qy and"Q; are mathematical opposites.
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The mean of the difference can be calculated as:
0
1
o B'QRQQ
Vg
The variance is computed as:
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we obtained the following results:

Table 6: The error rates and the difference over each of the k=10 folds for Pima dataset (D1)

1 2 3 4 5 6 7 8 9 10
Y01 0.208 0.208 | 0.276| 0.169 | 0.273| 0.221 | 0.169 | 0.247 | 0.197| 0.286
661 0.403 0.197 | 0.211| 0.195 | 0.221| 0.234 | 0.221 | 0.299 | 0.182| 0.221
Q@Y -0.195 0.011 | 0.065| 0.026 | 0.052| -0.013 | -0.052 | -0.052 | 0.015| 0.065
0.078 8 "
< T8 T X
or¥Fn 10
.4 = 0.006
, oiys 110.006 = 0.077
. 0.0078
%o 077 m8og
110
For the level of confidence,%€0.95 or also called the level of significance (  p06) and K

b 1 =9 is the degreesf freedom (df), we haveq, ; = 1.833 which is computeddy usingt -
table [28]. The test statistic is used to conclude ttrigsblem.We canestimate where this value

186 d.838 1.833 = & 1,0 1).If this§value falls in the

lies in the curvex og
rejection region, hat means wecanreject the null hypothesis'@. According to the result, we
can reject the performancesof the classifiers are the same and accept thkernative

hypothesisO®

The result is there is no significant difference between the naive Bayes (NB) with the RF

classifiers for this dataset. However, the results for the five datasets are shown in Table 7.

Table 7: The results on datasets D1 to D5

36

The parameter | D1 D2 D3 D4 D5
“ o -0.0078 -0.0102 -0.0811 - 0.0857 0.0176
»2H 0.006 0.001 0.007 0.008 0.007
Hen 0.077 0.032 0.084 0.089 0.084
% 00 -0.32 -1.008 -3.053 -3.045 0.663




The result is that there ino significant difference between the naive Bayes (NB) mmdiom
forest classifierdor D1, D2, and D5 dataset. The vahied, q@pes not fall in the rejection
region (fail to rejectnull hypothesis’Q) as shown in Figure 6. Howevelk, ofor D3 and D4do
fall in the rejection region (rejeatull hypothesisQ;). These results mean there isdi#ference
0SU6SSy GKS Of I & &rh fheséS Ndtagets. LUSINgFtReNarTor yiade® the
performance measure, we perform the values the errorrates and their difference over each

of the ten foldson the five datasets (see Tabh).

Two tailed t-Test rejection region

04

03
|

00

Rejection regiol Rejection regior

Figure 8: Two tailed-Test rejection region

Table 8: The error rates and the difference over each of the k=10 folds for all datasets

1 2 3 4 5 6 7 8 9 10

D1

o]

0.208 | 0.208 | 0.276 | 0.169 | 0.273 | 0.221 | 0.169 | 0.247 | 0.197 | 0.286

0.403 | 0.197 | 0.211 | 0.195 | 0.221 | 0.234 | 0.221 | 0.299 | 0.182 | 0.221

@ -0.195| 0.011 | 0.065 | 0.026 | 0.052 | -0.013| -0.052 | -0.052 | 0.015 | 0.065

D2

0.058 | 0.029 | 0.015 | 0.043 | 0.015 | 0.015 | 0.030 | 0.014 | 0.029 | 0.015

o

0.029 | 0.015 | 0.044 | 0.029 | 0.059 | 0.000 | 0.044 | 0.072 | 0.029 | 0.044

0.029 | 0.014 | -0.029| 0.014 | -0.044 | 0.015 | -0.014| -0.058 | 0.000 | -0.29

D3

0.228 | 0.339 | 0.281 | 0.316 | 0.241 | 0.254 | 0.293 | 0.310 | 0.271 | 0.316

0.397 | 0.254 | 0.397 | 0.397 | 0.333 | 0.373 | 0.351 | 0.316 | 0.492 | 0.368

-0.169 | 0.085 | -0.116| -0.063 | -0.092 | -0.119| -0.058 | -0.006 | -0.221 | -0.052

D4

0.111 | 0.2143 | 0.192 | 0.231 | 0.214 | 0.192 | 0.185 | 0.192 | 0.115 | 0.148

0.296 | 0.296 | 0.115 | 0.231 | 0.385 | 0.154 | 0.250 | 0.370 | 0.269 | 0.214

-0.185| -0.153| 0.077 | 0.000 | -0.171| 0.038 | -0.065| -0.178 | -0.154 | -0.066

D5

0.067 | 0.276 | 0.200 | 0.167 | 0.172 | 0.241 | 0.200 | 0.133 | 0.233 | 0.133

0.233 | 0.167 | 0.200 | 0.233 | 0.103 | 0.138 | 0.138 | 0.167 | 0.167 | 0.100

Dlolﬁlolo:glolﬁlolﬁlol

@ -0.166 | 0.109 | 0.000 | -0.066| 0.069 | 0.103 | 0.062 | -0.034| 0.066 | 0.033
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Figure 8 illustrates that the null hypothesis in the tails is rejected and do not rejected in the middle.

2.3.5 The classifiers qualitypetrics

In this section, the quality metricsf classification models are discussed about several criteria. The
meaningof the evaluation metrics shoulthe clear for expertsor usersfor selecting an optimal
classifier [103]. Moreover, the selectiaithe parameters is chosen based the objectiveof them.
Themetricsmaybe conflictedor fuzzy,whichneedaway of treatment in the evaluationprocessFor

example, the accuracy and the comprehensibility digtinguishedas two objectives tde minimised

in [103][101], and only the complexity jh04].

Table 9: Quality metametrics of a classification model

N Quality Metrics Evaluation metrics Description
1 Correctness Accuracy percent correct, precision, recall, |
measure
error metrics percent incorrect, FPR, FP, TN
2 Complexity Computational Elapsed Time training, User CPU
Time training
Memory/Space NumRules, Tree Size, NumLeaves
3 Responsiveness Responsiveness Elapsed time testing, UsrCPUtime
testing
4 Consistency Consistency Standard deviation
5 Reliability InformationTheoretic Entropy, entropy gain
Distance or Error Measure MAR, RMSE
6 Comprehensibility Comprehensibility Measures Interestingness and
Interpretability, e.g., Num. Rules,
Tree Size etc
7 Robustness Robustness Measure sensitivity in terms of
True positive rate
8 separability separability or coherency AUR, ROC
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Several commonly used evaluation criteria can be used to evaluate classifiers, such as the accuracy,
ROC curves and RMSE [105]. Ali et al. [103] defined that quality-nredtacs (QMM) for the

Of raaATASNRA SOItdzd GA2Yy YiSgvelindables delow, whicki corsidler | @1 A f
families of classifiers such as decision tree. The performance of an optimisation approach can be

measured on some criteria[106], which are given in Table 9.

We considerin thisthesisnumber of criteria, namelyrobustnessyeliability andcorrectnessvaluation
metricsof classifiers. Evaluating the correctnedsclassificatiorcanbe performedby calculating the
amount of correctly recognised class examples (true positivég)e negatives), (false positivesy

(falsenegatives)Theseour countsareaconfusionmatrixfor the binaryclassificatiorsituationshown

in Table3.

This section presented a backgrouaod classification asupervisedearning.Section3.2 provides
classification algorithmsnsemblelearningfor classifiers, the popular classification algorithms and
the evaluationprocedure. Thelist of the evaluationmetricsof classificatiormodelsis provided,which
canbe usefulfor expertsor usersfor selecting an optimal classifier. Related work is presented with
considerationof the robustness, reliability and correctness evaluation meto€<lassifiers. We
provided an exampleof using the Paired #test for finding the difference between classifiers

performances.

2.3.6 Studies of robustness in machilearning

Inthe machine learning literature, robustness is an essential property to deal with massive amounts
of data that are not subject to any quality contréh classifcation and regressioproblems,efficient
learningalgorithmshavebeenproposed toobtaina¥ W 3 s@tderfeT able10 showssomeresearch

work concerning the robustness the classificatiormodel.

The purpose of a trained classification model is to classify new instances from the given domain.
Classifiers evaluation refers to assess the quality of the outcomes represented by the model.
Previously, many studies made to evaluate the performance ofctassification models in many
domains. Machine learning is increasingly used in various domains, such as healthcare informatics.
Recent example a study presented by Oude et al. [101] for exploring the possibilities of using
supervised machine learning the design of a clinical decision support system (CDSS) to support
patients with low back pain (LBP) in their selferral process to primary care [101]. LBP can cause
human physical disability, which prevented many people at an early age from engadaity iwork

and activities. A comparison of the three classification models, namely decision tree, random forest,

and boosted tree was performed to assess the performance of the classifiers and then decide about
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the bestclassifierto usein real practice.Conclusionsf this study showedpromisingoutcomeson the
useof machine learning in CDSS design. The boosted tree model provided the best performance to
classify low back pain instances. However, it sgitdsto be enhanced. Particularly cases that are

categorised as setfareinstances.

Anotherstudyin [77] provided a general comparison wihate-of-art machine learning algorithms.
This work addressed the effectivenest supervisedmachine learning algorithms reghng the
accuracy, speedf learning, complexityand risk of overfitting measures. Bittencourt et al. [107]
presented an approach to identify the changed areas caumefite. The research introduces some
appropriate modelsof classifiers,including randam forest and anensemble model, resulting in
productive outcomes. The developed approach is validated throughout the regiBrazil's Woody
Savannalagainstreferencedataobtainedfrom expertmanual classificationdlore informationfrom

distinct areas will eventuallye used later,dependingon the resultsof the techniquesused.

Specialisthiad beenbuilding computerprogramsfor Amazon irc014[108]. Thisartificialintelligence
tool of recruiting prefersmenfor technicaljobs. Computer progranhadbeenestablishedsince2014
for Amazonto checkresumedqCV)of candidatesandspecifyscoreq1-5) for job candidatesHowever,
in 2015, the ML specialists in the company recognised thardhkinggeneratedby the systemof
technical jobs was not neutral in terof gender. There iso diversity and equalityf the outcomes.
The reasorior this bigissue igdueto buildingthe model basean datathat collected over ten years
period of resumessubmittedto Amazonlnthat period, mostwere malecandidatesThus,the system
prefers men because mosf the candidates werenen. The model reliesn this imbalanced data to

generate therankingof the candidates [108]it seems the model could not consider pdésentdata.

Pelldier et al. [109] attempted to assess the robustnegsandom forests to map land cover with a
satelliteimage.Dataof satelliteimagegivenby Highspectral spatialandtemporalResolutiorSatellite
ImageTimeSeriesHowever there aresomechallenge®f adaptingtraditional classificatiorschemes

to data complexity. These challengaslude:

1 Determiningwhich classifiecanhandlethe variabilityof data.

1 Dealing with a significant amouof data.

1 Choosing the best feature set usedigsut data.

1 Findingthe trade-off between classificatiomaccuracy.
TheRFclassifiehasproducedequivalentresultsto the SVMmethod witha better trade-off between

the classification performances and the computing times. Moreover, vitiautt featureschanged,
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they showedfewer distinctionsin termsof accuracyTherefore RFAsanappropriatetool for managing
the guantity of data supplied byHRSITS [109]SVMand RF demonstrate some complementarity

primarily for low accuracy classifications. The combinatairboth classifiers might result in more

accuracy outcomes than a single classfiierthese classifications.

Table 10: Some research work concerning the robustness of the classification model.

Reference ML Methods domain Data set results

Shami and K-nearest neighbors| emotional Kismet, BabyEars,| robust
speech . . L

Verhelst [33] | (KNN) Support P Danish, anderlin | classification
databases

vector machines databases. outcomes on the
(SVM) integrated
Adaboosted databases

decision trees

Pelletier et al. | Random Forests (Rf remote High spectral, Accuracy 83.3 %
[112] Support Vector sensing spatial and for RF, and
Machines (SVM) sensors temporal 77.1 % for SVM.
Resolution Satellite
Image Time Series
(HRSITS)
Kanamori et a.| Support Vector non-convex Synthetic data The optimal local
[45] Machines (SVM) optimization solution of ML
problem algorithms has the
robustness
property
Liu et al. [113]| feature extraction mobile app deploying the selecting feature
and selection traffic mgtClient on 10 subset has

methods volunteers' improved the
smartphones robustness of
mobile
app traffic

classification

Another approach to assess the robustness of learning algorithms is introduced by Kanamori et al.

[40]. This approach depends on using hinge loss with outlier indicators. Outliers could increase bias.
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Theyproposedamergedformulation of assessingobustnesgroperty of classificatiorandregression
learningmethods basean evaluatingthe breakdownpoint. Somestatisticalcharacteristic§rom the
standpointof robustnesameasuredoy influencefunction, grosserror sensitivty, or breakdownpoint.
Wang et al. have proposed an approdon analysing the robustness propertgr classification and
regressionproblems by studyinghe robustness propertyf the optimal solutionof used learning
algorithms [110]. They demonstrated an integrated approach between obtain optimal feature sets
andfeatureextractionto improvingclassificatiomobustnessof mobile. Featureextractionisamethod

of dimension reduction that decreases thamber of featuresrequiredfor processing without losing
valuable data. Feature extraction methadnimprove learning pace and generalisation steps in the
processof machine learning [111]. Anothestudyis an evaluatiorof the robustnessof the existing
supervisedmachine learning approaches to the classificatbddremotions in speech [31]. KNN, SVM
andAdaboosteddecisiontreesareconsideredMoreover,four emotionalspeechdatabasesre used,
Kismet, BabyEars, Danish, and Berlin databases. They constMtteldssifierson the integrated
databases, and this provides promisingbpust classification outcomes, indicating that emotional
corpora with emotion classes recordeshder distinct circunstancescan be used tobuild a single
classifiercapableof distinguishingfeelingsin the mergedcorpora.Robustnessindpredictionaccuracy

of machine learnindor objective visual quality assessmaranbe found in[112].

2.4 Applicabilitgomain

Thissectionpresentsthe applicabilitydomainconceptunderthree heading:introduction, methodsof
estimation applicability domain, and applicability domain and machine learning. Defining the
applicability domainof the machine learning model is an impant task and sometimes result in
inefficient performance [113]. The reason miagludelackof knowledge about the capabilityf the
model. Theapplicabilitydomainis definedasthe ability of the modelto determinewhether newdata
satisfies the assumptionsf the model [114]. The levelf generalisatiorof a given predictive model
canbe determined bydefining its applicability domain An this way, if theADis too restricted, it
means the model expectationsan be very limit. According to [115], the Quantitative Structure
Activity Relationship(QSAR)model should have a definitiof applicability domain(AD) and
appropriate measurefor goodnessof-fit. Even though some models have high accuracy as carried

out in manystudes[115], it is useful taleterminewhere the modetanprovidereliable resultg4].
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Pharmaceuticals is onef industry-specific datamining. One of the challengesof data mining of
pharmaceutical information is related foredictingsaety issues and the whole proceducd drug
discovery Predictingsafetyissuedsthe entire processof drugdiscovery extensivecollectionsof data
made concerning both the desirable anthdesirable properties of drugs or drug candidates
[88][116][117][118]. The processf drug discovery is accelerately using predictive models to
complementor as an alternative to physical safety testing. These models are used to prioritise
researchdirectionsandavoidtakingdrugcandidateswith potential problemsfurther [117]. Collecting
andnormalisingthe dataischallengingsincethe chemicalsnayhavebeentestedusingdifferent types

of experimentsor experimental protocols. The results are often obtained from controlled trials,
generatedfor a specific varietyf chemicals. Tasethis data to make predictions concerning the
general populatiorof possible chemicalequirescare inputting the trainingsets together [114]. This
trainingsetshouldideallynow representadiversesetof chemicaldo increasethe applicabilityof any
predictive model generated. The type§chemicals in the training sets limit whiehdsof chemicals

canbe provided asnputto models.
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Figure 9: Dissimilarity to the training set [109]

It isusualto assessvhether aspecificcompoundcanbe usedwith amodelbycomparing thechemical
to be tested against the training seif the model, as shown in Figure 9. When the compounbteo
predicted is outside this applicability domain, a prediction would hetreliable [119]. Figure 9
illustrates dissimilarity to the training set [120]. The domafrapplicabilitycanbe recognised a all

cases withADbelow a specifid120].

It is necessary to assess the predictive performaofdde classifieduringmodel development. This
canbedonebytesting the classifieon new data set to estimate the prediction error. But what if the
original datasetisnot like the training dataset.Therefore the predictioncouldbe with significanterror

because the classifier is applied in the uncovered dorbgthe training setin this case, soméata
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are required with specific chareteristicsof a given dataset to tesfD of the model [121].In the
following section,anexplanationof howto generatesomesyntheticdatathat canhelpto perform AD
assessment. The methodsr determining ADare reviewed infig. Amongthese existing waysio
technique can be considered as the best methodzach approach can have advantages and

disadvantage$122].

2.4.1 Methods to estimate the applicabilifjomain

Theoretical modelsof quantitative structureactivity relationships(QSARs)elate a quantitative
measureof chemicalstructureto a physical propertgr a biological impactQSARredictionscanbe
utilised for chemical risk assessmefdr the protectionof humanand environmental health, which
makesthem attractiveto regulators,especiallyin the absenceof experimentaldata[123][124]. There
aremanyapproachesisedto assesshe applicability domairmfthe QSARnodelsin multivariatespace
[124]. The existing strategider defining AD of QSARModels arefor regression and classification

models asillustratedin Figurell.Themostusedapproachegor estimatingADincludethe followings.

2.4.1.1Rangebased methods (ogeometrianethods)

We canidentify the applicability domaiof modelsby determiningthe region where the data are in
the space. This procesacludesdefining bordersof the area, which tacked into account the
descriptionof each attributeof the dataset.Hyperrectangle is identified from theninimum and
maximum valuesof each feature usedor building the model. However, this approactan be
insufficientfor alargedataset. Therefore,the technique of dimensionreductioncanbe usedto select
appropriate featires, such as principal component analy$t€A)The PCA transforms the original
databy axisrotation into a new orthogonalcoordinatesystem.Newlyformed axesare definedasPCs
showingthe maximumvarianceof the total dataset.BoundingBoxconsiderghe varietyof descriptors
usedfor modelconstruction.Theapplicabilitydomaincanbe describedof afeature spacedistribution
as aboundingbox [125], which is an-dimensional hyperectangle identifiedoy the maximum and
minimumvaluesof each feature used tbuild the model (see Figur#0). TheADin the boundingbox
spacewherethe training setisthe greencircle(shownin Figurel0). The predictionswithin the sphere
ofthe testsetareregardedasreliable.Whenthe test setisoutsidethe modelspacewill belessreliably
predicted. Another method is called the convaxll [126][127]. The convelull approach is defined
asthe smallestconvexarea,whichcontainsthe wholetraining dataset.Theconvexhullmethod works
basedon obtainingthe domainof applicabilityof the smallestconvexregionof descriptorrangeshat

includeghe training set.
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Figure 10: Descriptors of boundingbox [128]

2.4.1.2 Probability density distributiotbasedmethods

Theyare anappealingway of estimatingthe reliability of modelpredictions[121]. Probabilitydensity
distribution is another approach usefbr determiningAD. This approach dividedinto parametric
and nonparametric approaches [128]. Parametric methad&the probabilitydensityfunction p(x)
of standard distributions such as Gaussian and Poisdtistributions. On the other hand, non-
parametrictechniquesallow estimating the probabilitgensityfrom the datadistribution. It is called
adistribution-free method. Therefore it hasthe capabilityof identifyinginternalempty regionsinside

the convexhull.

Further,the empty regions that are close to the convaxl border, this approach generates concave
areasfor reflecting the actuadlistribution of the data [124][128] Amongthe existing methods, there

isno bestuniversallyway[124]. Thus,the chanceof uncertainty still relatedto the assessmenof AD.

Ifthe built modelisnotreliable, onecannotgetconfidenceinthe ADassessment. Howevegstimating

AD can be affected by some issues such as the dimensionality, data descriptors, response value as

endpoints,datadistribution,and the used algorithrof the ADdetermination procesfgl22].

Inadditionto the ADmethodsmentionedabove,severalother approachedo definingthe ADof QSAR

models have beepublishedin the literature. Somef which are mentioned in this parThese
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methods are decision trees and decision Forests Approach [114], and Stepwise Approach to Determine
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Figure 11: Classification of the AD approaches under different hypothesis [127]

2.4.2 ConvexHull

This section describes the convkull as oneof the methodsof identifying AD.In computational
geometry topic, the issuef reconstructing a set from a finite seff points has been treatedf
different fields of research. For example, computing convaxls for finite dataset has essential
applicationan somedomainsuchaspatternrecognitionclusteranalysiscomputergraphicsyobotics
and image processin@he convesull of the dataset’Yin the space is defined as the smallest convex
polygon, which encloses all the points witfilt is a shapef boundingthe points™Y There is a way
to define whether a polygon is conveknot. The mathematical definition is to join any twamints

N, AN “Mie within the polygon. Thikne rffEhould completely place in the polygon as w&Hus,

® ¢ {"Y isthe straightline segment(f, i) . Aconsiderableamountof literature hasbeendoneabout

the convexhull. Therearesomealgorithmsusedforcomputing theconvexhull problemaredeveloped
suchas Graham scan0(¢ & ¢ & [130] and Gift wrapping,/ KI y Qa FfA2NRGKY
march-0 "@8 ,which h ighe complexityof the convexhull [131][132][133]. Moreover, the convex
hull can be computed usingdived-and-conquer approach developeby Preparata and Hong [134].

Thealgorithmgeneratessegmentf the convexhull by steps.First,breakthe points upinto two sets
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right and lift. Next divide these two subsets. Further, in the same way. Then upper tangent and lower

tangent will be obtained. Discard all the points between two tangents to make the convex hull [134].

(a) Convex hul (b) Not convex hull

Figure 12: Examples of simple convex and nonconvex sets [129]

Theoutput of the convexhullis a sequencef points in clockwise ordett is important to distinguish

betweenconvexshapeandconcaveshape[135]. Concavéncludesangleis greaterthan 180degrees.

Practically, a set is convex if every point in thecaatbe seenby every other position, along a clear
straightline betweenthem. Thesetis consideredasconvex,asit includesthe entire line betweenany
two separatepoints, andhencethe line segmentbetweenthe points. Figurel2showstwo simplesets
(a) and(b) of convex and nonconvex il2, respectively. The hexagon in (afludesits boundaryis
convex. The kidneghaped set irfb) is not convex since thie segment between the two points in

the set (shown as dots) is not contained in the [4&16].

Figurel3illustratesthe definition of the convexhull for datapointsin 2Dspace However the convex
hull canbd defined in any dimension [134]. The convasl in multiple dimensionsanbe computed
in (¢ log €) time. The examplef convexhullin Figure 13 is achieved in the R language. There is a

straightline between any two pmts within thepolygon.

Definition1: Convexity a setYP ¥ is convex for any™ “YandfiN “Yimplies that the segmerfj [P [
y

On boundary

=

— Vertex

Figure 13: Example of Convex Hull of a set of points in 2D space
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Definition 2: The convexullc ¢ £"Y of a set”YP Yt is the intersectiorof all convexsupersetf S.

Givenasetof points Sin plane."Y= {"Y%= (G, & 1,2,8 ,£} . Sisasubsetof 'Y¢, Forany"YP 'Y,
we haved ¢ {'¥= By oWENO Bt o &1~ Q@{ph t¢B_oh mWW "V

The convex combinations of S are represented by the elements of the set on théaigthtside.

Convex hull of S is the smallest convex polygon which cover all the points, and all the points are
bounded with this polygon. It is intersection of all congexs which contain $. ¢ Y denotes the

convex hull of a set S. The polygon is not convex hull if the connecting line segment of some pairs of
points is not entirely contained within the polygon. Note that for any p@iWq©f convex sets e
intersectionZ g%, IS convex [136]. This section presents the computation of the convex hull of a set

of points in the plane. There are some the fundamental theorems about convex S&s in

Theorem1([137]): take a collectiod £ ¢=({6 ¢ & 68; ,J:0f ¢ £ + 1 convex subsets 02,
such that anyQ+ 1 pairwise distinct sets fromé¢ thave norempty intersection. Thus, the

intersectionZ#,; 6 £ & Wf all sets fromd ¢ &isinonempty.
Theorem 2([132]): any sef),} O "Y2of Q+ 2 points can be partitioned into two disjoint subsets
andrjsuchthatd ¢ gfp & € .o

Theorem 3(SeparatingHyperplaneTheorem) //: any two compact convex setst § 1 € & © 'Y
with 6 € §0 6 € &0 can be separated by a hyperplane. There exists &yperplaneH.
WMi, 0 0,08 'Yesuchthatd € §ando6 ¢ &lie in the opposite open half spacbsunded by
H (SeeFigurel?).

Conv2

Convl

Figure 14: Separating Hyperplane Theorem [140]
Takingint consideration the distance functionDé £ §% 6 £ £ ® YO (X6 £ & 906 € &4) ©
|6 € §® O € &|p At some point the distance function { reaches its minimum

(CEEgNOESHY 08B OESLLMOE Y 6€ N> 0. SupposeH denotesthe
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hyperplaneto the line segmentd € & ¢ € & and crossing themidpoint of 6 ¢ § PO & Qe u .
Conside© € § laspointson both sidesof H, then by consideringthe convexityof 6 € § it hasalso
a point on H, but we just saw that there isno such point. Therefore) ¢ § and 6 € & mustlie in

different open half spacedsounded byH[126].

Thealgorithmof constructingthe convexhull describedn this sectionis GrahamScar{138]. Wefocus
on the problem in'Y2 where the convesull of a finite point set forms a convex polygon (see Figure
13 [134]). This algorithm is called SucceskivealRepairdueto its way to worklt begins with some
polygon that encloses all points and then stapstep repairs this polygohy removing norconvex

vertices.It works in twophases:

PsP4P1P3P2PsPsP7PsP7PsPsP2P3P1P4Po
Figure 15: Sorting points in Graham Scan [137]

Phaselsortthe points lexicographicallgnd excludingduplicates(n1, ..., § asshownin Figurel5.
Phasel: keep traclf three points and find the angle formda them. Then reject points from the

sequence if there is @gequent) triple(p, g, r) such that r is to the righif the line.

Theorem 4The convex hull of a sétO Y2 of n points can be computed usiiigz & € £

geometric operations. Graham Scan algorithm us@sd € €dgeometric operations.

2.4.3 Applicability domain and mamelearning

There are attempts to estimate the applicability domain of kefim@ted machine learning models in
different fields [5]. In this section, the details of the studies providing applicability domain with

machine learning algorithms are explaghe
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Machine learnindechniquessuchaskernetbasedmachinelearningmethods havebecomeapopular
techniquefor learningQSARnodels. However, other methods like neural netwodkglecision trees,
estimateADbasedon the structure of the training setin the feature space[139]. Applicabilitydomain
description isshownin Figurel4[139], orangedatapointsrepresentatraining setusedfor buildinga
model. For new compoundslue points) which place into thenner,the darker area is close enough
to the training set;thus, the model can be applied with a levelof confidence. However, new

compounds which are not in the dark area are different from the training set. Thereforenddel

o
o o e Model
o applicable
- % ©*©

@ O
Model not
g applicable

Figure 16: Applicability domain description [141]

shouldnolongerbe applied.When thenew compoundsare dissimilarto the training setcompounds,

it is notsurethat the outcomes from the model areorrect.

TheADis defined as the similaritgf the structure of the instances. MoreoverADis the similarity
measurementdependson descriptors.Thesimilarityis betweenthe new compoundsandthe test set
compounds. Tetko et al. has stated that baththese approachessingthe analysis procedsr logP
[140]. Studyby Schroeteret al. outlined the diversity of methodsfor assessing thenodelapplicability
for new compounds [121]. Thstudy is includedthe following techniques: rangbased, distance
based methods, probabilitgensity distribution-based methodsensemblemethods and Bayesian
methods. Anotherstudy byA.PalczewskasingPareto pointsfor model identification in predictive

toxicology[1].

SomestudiesinvestigatingADhavebeencarriedout on the chemicalandbiologicalsciencesWeaver

in [141] definedAD as an essential task in quantitative structtaetivity relationshipg QSARJor
estimating the uncertainty in the prediction basesh the similarity of the compounds usedor
buildingthe model. Applicability domaiof a (Q)SARnodels is knowledger information on which

the training setof the model has been developed and is applicablent@ke predictionsfor a new
dataset. BroadlyQSARmodellingis practised in varioudisciplines includingndustry, academy and
governments in the whole world. So fa has only been applied to QSARs models to identify the

region in chemical space where the model provides reliable predicfib®4].
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Study byRoyet al. presented the applicability domairsingthe standardisation approach presented
the approachof applicability domainusingthe standardization approach [124Further, it is an
attempt to definethe X-outliers of the training setfor identifying the compoundsthat are outsidethe

ADfrom the test set. This approaalependson the standardisatiorapproach.

In recent researchby Klingspohn et al. [88] define the applicability domaihclassification and
prediction models as the region in tligput data points space where the model pnocks proper and
reliablepredictions.Theestimationof anapplicabilitydomainrequiresknowledgeof the training set,
but in somecasesthe ADcannotbe provided beforemodeltraining. According tdhe authorsin [141]
describeADasa conceptto assessincertaintyin the prediction basedn the similarity between new
predictions andbuilding data. Model validationof the modelsrequires defining the Applicability
Domain (AD) of these modelsby using different approaches and basewoh the problem that we
addresslt is vital since the model shoulsk able toprovidesome reliable predictions, especiatbyr
health care data, where the decision is related to people live. Aniceto et al. demonstsateydor
determiningthe ability of the modelfor predictive in the regionsf chemical spacéor ensuringthe
reliability of new predictions[115]. Somemodelshaveahighaccuracyascarriedout in someprevious
work [116], but ignore the possibilityof includingin the data points space where the model cannot

give reliableoutcomes.

Anhelpful ADshouldconnectbetweenthe predictivereliability in the training set andexternaldataset
equivalently. Although the growingise of QSARpredictions approachedor several purposes,
validationof predictivemodelsisrequiredandessential parof definingthe applicability domair{AD)

of the model. Aheuristic decision rule was extractedising the approachof integrating data
distribution and exploits KNNprinciple [109]. Researches in [40] investigated the abibfyRF and
SVMto classiffHRSITSThefocusof the methodwasOverallAccuracyOA)andtraining time of both
classifiers. Fjodorova and Marjana evaluating Aigof the neuralnetworks in the casef predictive
classification models [142]. The metfior the propagation artificial neural network model&sD
evaluation is the Euclidean distances between an object and the neural network's corresponding
neuron. The investigation it the coverageof training and test sets in the descriptors space was

conductedfor false predictedexamples.

The dkNN ADproposedby Sahigara et al. [143] uses theN\I principleassociated with the concept
of adaptivekerneltechniquesin KDEo detectlocalneighbourhoodswithin the data. ThisADmethod
works basedn selecting the appropriat@umber of k-nearest neighbourslt allowed identifying a
smooth regionof k values were the results remained unchangedsuringhigh robustness in th&D

definition. Thisstrategyenabledocalreliability to bemappedinthe training setspaceacrossifferent
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locations andthus allows areas to where the model has low reliability e identified [115].
Comparisorof Different Approachego Define theApplicability Domainof QSARModelswasmadeby
Sahigara et al. in [114]. The comparison analysis was perfoforedach dataset and approach
implementedin this study. It considered the stisticsof the model and the relative positioaf the

test set with the trainingspace.

Finally, the space characterisation variddpendingon the implementationof the applicability
domainstrategy,algorithmcomplexity,while othersrelatedto the parametersof the algorithmused.
ADmethodshavetheir strengthsandconstraints andtherefore, it isup to the modelbuilderto choose

for hismodel the most suitable application domadgtrategy.

244 Advantages and disadvantagesapplicabilitydomain

Inthis section, theprosandconsof the ADapproachesarediscussedAssessindfA\Dmethodsmayare
powerful, but they cannot come without risks. While these methods have many advantages, the
disadvantages should aldme considered. We are considering the methodologfythe test set
structureto bewithin (or outside)the ApplicabilityDomain.Rangebasedandgeometricmethodsare

the simplestmethods of defining the AD of the model [129]. However, some drawbackan be
associatedvith thisapproach First,this approachcanbe insufficientfor alargedatasetbecauseonly
descriptorrangesof moleculesare considered.Secondempty regionsannotbe definedin the space.
Third, the correlation between descriptors cannot aldme considered [114]. Moreover, data
complexity from the increase idimensionscan affect convex hull method [144]. The primary
characteristicof these methods is their capacity to recognise the empty areas. Besides, the actual
distribution of data can be reflected by generating concave regions around the space boundaries

[142].

Finally, this chapter presg¢ed the ADapproach in three main headingscludinga definitionof AD,
methodsof estimation applicability domain, and machine learning algoritfionghe AD. Moreover,

it gives a backgroundf the scientific aspect®f the applicability domain and rated work.It is
essential tounderstandthe significant elementsf the applicability domain and its relationships with
machine learning. Several methodkthe evaluationADhave been discussed. Although the current
arrangementsvhichprovide ADassessmet arelimited, they areusefulin achievinggoodresultswith

QSARnodels.

This study is to investigate the connection between the applicability domain approach and ML

classification model performance. The usefulness of assessing the AD for the classification model is
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assessed through the reliability and the wstnessof classifiers. The information that was arranged
in thischapterledto obtaininga usefuloverviewof allthe aimsandmethodsof this study.Mainly, AD
has only been applied to QSARs models to identify the region in chemical space where the model

provides reliablgredictions.

Thereare approachedo assessinghe classifierdbasedon ADmethodssuchasthe ST114] method

and the knearest neighbourgdensity (dk-NN) [115].In this work, thistechniquemaps the outcomes

of new examples in ternof distance to the model space while considering the reliabdityearby
training instances. Accordingly, here, we used a reliability measure that results Wwondistinct
effects, bias and precision as explained in [1ft]the classification model. This section discusses
assessing thé&Dof ML classification model, and feature selection impatassessing th&Dof the

ML model.

Therearemanystudiesrelatedto the evaluationandthe robustnessof the ML model.However those
studies donot consider the concepof the applicability domairfAD)yet. The issue is that thA&Dis

not often well defined,or it is not defined at all in many fields. past this work investigates the
robustnessof ML classification models from the applicability domain perspective. A standard
definition of applicabilitydomainregardsthe spacesn whichthe modelprovidesresultswith specific

reliability.

2.5 Summary

This chapter presents a detailed review of the literature related to machine learning, classification as

well as the applicability domain.

Overallthe useof machinelearningalgorithmsto solverealworld issuessincreasingTherefore this
section higplighted the needfor these methods tobe evaluated. The potential imsingmachine
learning to address many realorld problems,but it is essential to emphasise that many difficulties
needto beresolved.Themostfrequently usedquality criterionfor classificationissuedsthe accuracy,
whichcanbe assessedisingthe regionunderthe ROC curve, misclassification rate. However ugde
of accuracy measure only as the sole critera@irthe ML model quality does not fully capture the
demandsof manyappsin the realworld. Various(maybeconflicting)measuresneedto be considered.

Further,the applicability domain is recogniség researchon machine learningevaluation.

From the literature review presented in the above sections, it is observed that most of the real work

performed in the literature considered classification models evaluation. Hence, further investigation
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is neededfor into the classificabn evaluation considered the applicability domaihthe classifier.
While performingthisapproach, onehallengds missingvaluestreatmentin the pre-processingstep.
The methodof handling missingzaluescan affect the data in various forms. Currewtl different
processedike removingrecords(or fields)with missingvaluesfrom the datasetand useof imputation

methods are used to deal wittmissingvaluesproblem.

Basedon the gaps identifiedby reviewing the literature, the topiof the classification model has
gained more interest throughout the last years. Maofythese models are useful at the same time
requiredtime and storagethus, they maybe reused and recycled. Practicalhig data isnot only a
challengeput the modelsaswell becameanotherdimensionin significantdatachallengesAssessing
the AD of the model maybe performedfor explaining its outcomes, modifyingr combining with

existingknowledge.

This section provides an informative discussion baseliterature reviews covering some aspecfs
machine learning, types algorithnfer ML models.It has been structured tgrovide a thorough
scientificunderstandingof the topic of this study, referencing the primary sourcesof information
discoveredduring literature searches. We considered the three main typésmachine learning,
namely, supervisedsemisupervised, andinsupervisedearners.Furthermore, preparinglata steps
aredescribedin this section. Beforebeginningthe work on amachinelearning project, weliscovered
the significanceof defining the data set. We have described various methodsréparea dataset.
Featureselectionmethodsareusedin the datapreparingstaget finally,the useof machinelearning,
especially in the healthcare domain. The variteghniquesfrequently usedfor pre-processing data

stageof buildingthe ML model were discussed in thithapter.

It should be noted that these methods represent the mtechniques used in the prprocessing of

the data, and it is challenging to tackle all the ways in a single section. The most common techniques
used in the preparation of the data are cleaning the data, transformation, feature selection, and
dealing withmissing data [18]. The FS plays a part in data processing, removing redundant and

meaningless features. In this section, each of these techniques will be briefly discussed.
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3 Methodology

3.1 Introduction

Generally, machine learning algorithms rely on datasets fed into algorithms to execute the learning
task. Datasets and research methodology play an essential role in the conduct of a research study. In
this section, we describe the dataset, the technigaesl methods used, and the different methods

used to implement the proposed approach. Section 3.2 gives the data set used to train, test and
validate the algorithm for classification. This chapter also explains the issues with the dataset. Data

preparationis presented in section 3.3. Section 3.4 describes the research methodology.

3.2 Datasets

Severabatabasesouldbe usedto testthe performanceof the method. Thisstudyexperimentswere
performed to seven datasets. This work makissof only publiclyavailable datasets obtained from
the UCIMachine Learning Repository [145] and Kaggle [146]. The descrgitibe datasets used in

evaluation the performancef the classificatiotechniquesis given in Tabl®.

Table 11: Summary of datasets

Dataset | Description Features Instances Class
1 Pima Indians diabetes 9 768 2
2 Breastcancer dataset 11 699 2
3 Indian liver patient data 11 583 2
4 Heart dataset 14 303 2
5 Thyroid dataset 21 7200 3
6 Cardiotocographic dataset 25 2130 3
7 Hepatitis 20 155 2

Thedatahavebeenusedasatest casefor the proposedalgorithms.Thereasonsor employingthese
datasetsfor our researchwork are (a) they are well-knowndatasetsto practicemachinelearningand
investigatethe applicabilityof proposedtechniques,(b)they arealsorealworld datasetsand(c)well

studiedfor comparing the obtained results. Since all the data sets used have a reasonaiiier of
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observations, they are divided into a training set (70%) and a test set (30%). The test set will stay

unchanged throughout the analysing of the teajures.

Some issues related to the quality the data thatcan complicate a learning task and reduce the
accuracy performancef the trained classification model araissingor inadequate information [23].
The reader is referred to section 2.2.2. For the experiments, the programming languageiRyis
used to perform different tasks. R is a free softwarevironmentfor statistical computing [102]it

contains packages availahbile the CRAN package repository [147]. Some packages related to data

mining are used in thisstudy including randomForest, party, mlbench, caret,
fields, €1071, rpart, ggplot2 and tree package. Related codes are shown in
appendixB.
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Figure 17: DensityIpts by attribute for Heart disease dataset

Risanopensourcelanguaggor MachineLearning. However, therogramminglanguageone should
choosefor machine learning directlgependson the requirementsof a given dataproblem, the
preferencesf the data scientist and the contexrtf machine learning activities. R igjaodchoice to
explorethe databy usingstatisticalmethodsandgraphs. fhasseveralmachinelearning package®r

the many machine learning algorithmbslCl Machine Learning Repositonyebsite was used to
download the data sets in Comma Separated Value (CSV) files. performing a general visualized
overview of the data by usingsummary ()  function to understandthe data. some R machine
learning classifiersequirethat the target feature s coded as a factor. Therefore, the target feature

was transformed tdactor by usingas. factor () function. However, convertingpput values to
numericcan bd done by usingas. numeric () function. Overviewof all the packages that are

used in Rranbefound in [148]caret is a package whidhcludesa lot of algorithms. SoméviL
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algorithm can train a model with thetrain () function. Visualization is a method to improve
understandingof the dataset.It includescharts and plots from thelata. Plotsof the distribution of
attributes for detectingoutliersor invaliddata. Plotsof the relationshipshetweenattributes canhelp
to reduceredundantattributes. In Figurel7andFigurel8, densityplots by attribute for Heartdisease
dataset, and bar plobdf each categorical attributéor Breast cancer dataset are visualizgdusingR

packages. Density plot is usefat visualising an abstracif the distributionof eachvariable.
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Figure 18: Bar plot of each categorical attribute for Breast cancer dataset

There are different univariate plots of individual attributes to learn about the distribution of each

attribute such as histograms, and box plots

3.3 Datapreparation

Preparingdata isrequiredto obtain the best results from machine learning algorith(Bgesection
2.2.2).Inthis study, preparation data is done to discover gguctureto machine learning algorithms
usingin R packages such as caret pack&yeparig dataincludesData cleaning, transform data, and
feature selection. Before fittindgIL models, some preparation was needed lhe done. Data pre

processing was achievéy:

1 Theoptimisationwasdonewith respectto Recursive featurelimination(RFEjnethod, which
was used to select a sef features. RFE is a methad feature selection that removes the

weakest featuresintil the specifiechumberof features igeached.
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1 normalizing the data andplitting the data in training and testg sets. Thaninimum and
maximumvaluesof allthe numerical attributesshouldnot havewide rangeof values.Feature
normalization was performetly usingnormalize () function. It canbe performed by
usingscale () function. Theresultsof the normalizationcanbe formatted in a dataframe

throughas.data.frame() function.

1 Datasplittinginvolvespartitioning the datainto atraining datasetusedto constructthe model
and a testing dataset used to evaluate the performanéé/L model later.In R language,
sample () functionisusedto sample thedata. Themostcommonsplitting choiceisto take
70 %of the original data set as the training set, while the 30% that remains will compose the

test set.

1 MICE package is used itnpute missingvalueshby usingmultiple techniques, basedn the
type of the data. Remove Outliers is performbg markingl K S 2sdziuesiaS NiRvalues.
The value is considered as outlier if the value is greater tHar (3°Y"Yjas mentioned in

section 4.5 in page 77. Then all incomplete rowsReeoved.

Eachapproachof this thesis is briefly explained in the following ssdxtions. The importancef
selectingdatasetsfrom the healthcaredomainbecomesapparentwhenaddressingsomehealth-care

field challenges. Some countritace health-care challenges causdyy inadequate medical staff and

the shortageof modern rural hospitals, especially in rural areas [79]. Therefore, attempts have been
performed to create various webased medical diagnostic systemsingdifferent approaches to
providequick and straightfonard accesdo diagnosis and medical advice such as-hdsed mobile

expert system149].

3.4 Researchmethodology

The proposed framework is implemented and validated using three different approaches, i.e. 1) the
applicability domain for the classification model approach, 2) the robustness of the classification
model based on the applicability domain approach, 3) amal ¢election of a model based on the

Pareto optimality approach.

Figure 50 in page 118 demonstrates the applicability donf@irthe classification model approach,
the robustnessof the classification model basedn the applicability domain approach, antiet
selectionof amodelbasedonthe Paretooptimality approachlnthe sub-sectionsbelow,eachmethod

is explainedshortly.
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3.4.1 The applicability domain of the classificatimodel

Machine learning algorithms relyn datasets fed into algorithms to execute the learning task. The

ability to define the regiomf data space where a modeanbe used reliably is a necessary condition

to ensurethe robustnessof the modeloutcomeson anew dataset.Thatcanbe a significantfactorto

determinethe applicability domairof the model across data space. We foaus(reliable) and (not

reliable) regiondor building a classification model that has a reliable outcome. Consequently, we

attempt to propose an approach baseuh the applicability domaifAD)plan to address the data

locally.ADdefinesthe extentto which a quantitative structure-activity relationshipmodel (QSARgan

tolerate new compounds reliablp][150].

Generally, any machine learning (ML) modeédsto demonstrate not onlygood accuracybut also

the reliability of the model. Many reviews and comparatisaudieson AD methods are available in

the literature [151][119], which focuan distinguishing inlierrom outliers,or high accuracy samples

from low accuracy sampletn general, there iso globaltechniqueexistsfor identifying AD[152].

However, eaciADdefinition usuallydependson some arbitrarily defined distance to the training set

instancesfor the given property. For reused models, the information should come about their

applicability becaus®f there a need to know hoveanreuse them. This research addressthis

currentproblem in contextreusingof the model. The estimatingf ADusingthe ensembleapproach

is related to the concepdf comparing the outcomesf several models constructesh different sets

of data. Sofar, there isno clearfocuson evaluaing the classificatiormodelin term of pointing out for

a new data point successfully (as nimadoptedornot).

All features

Approachl: assessing the AD of classification
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Figure 19: Various steps involved in the approach of assessing the A
the classification model

Commonly the output of the ML algorithms only exhibits classifications for the new unseen dataset.
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performance on an independent dataset [152]. Several swdiave done in reliability estimation

performance of machine learning models.
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Machine Learning algorithms have been effectively used in numerous classification issues over the
previous decades [153][143]. While they generally outperform domain professionals considerably in
terms of classification accuracy, theyre mostly not usedn practices [19]. The reason mighg an
unbiasedassessmenbf the reliability of a single classification is difficult to achieve. A small study
introducedby Ydzl F NJ YR Y2y2ySy{12 wmpn6 LINRLRZaSR | YSi
reliability. A comprison was performedon different domains and various Machine Learning
algorithms.Theyofferedageneraltransductivemethodfor determiningthe reliability of classification

on single examplesindependentof the algorithm of applied machine learning. ifundamental
conceptof their studyis to compare distinctions betweeinductive and transductive steps in the
distribution of the probabilityof classification andisethem to evaluate the reliabilitpf single points
(instances) in data space. This approaahrepresent its classifications as probability distributions .
Theassessmenof the applicabilitydomainof the classificatiormodel graphicallypresentedin Figure

19.

3.4.1.1The approaclprocedure
The approach process of the applicability domain of the classification model is described in this part
briefly as follows:

a) The first stagef the implementationof this approach is to obtain some dasats.

b) Normalisation is applied to our dataset in whicdtal values scaled into the rangé[0, 1].

c) Next stage in the proposed algorithm isdividethe data into training and testingetswith

an 7030 split.
d) The following stage is to compute the Euclidean distafdhe trainingset.

e) Computethe averageof the distancesetweeneachinstanceandthe remain instancefrom

the training set.
f) Computeupperlimit and lower limit.

g) 6 €-ds calculatedor each training examples considered as neighbours with distance values
between theupper limit and the lower limit. The average the neighbourhood widthof all

instances in the training set is denotby0 @4 g
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h) Bodstrap aggregating (Bagging) generates a colleatiomew setsby creating samples from
a given training set randomly with replacement. New classifiers are then trdovedach

sampleof these new trainingsets.

i) Bias and precision are commp@ to measurethe AD of the model
Ri is used to measure the reliability associated with each training example as explained in
[115]. Figure 19 shows the approach proce$sssessing the applicability domair the

classificiion model.

3.4.1.2The proposedalgorithm

Theconceptof the densityK-NNisusedin thiswork to detectlocalneighbourhoodswithin the training
data. Thebehavioursat the locallevelandthe globallevelof anygivendatasetmaybe very different
[115]. Therefore, a reference value is computed basadhe list of average distancesf eachdata
point. Thisreferenceis usedto assesshe neighbourhoodwidth for eachsingletraining example.The
ADof the classifier wilbe defined basedn the following steps: First, a Euclidean distance maifix
the training datasetiscomputed.Thismatrix will containthe distancesortedin ascendingrder of the
distance between each training example and eadhts training neighbours. Second, individual
averages distances to the neighbours are calculated. This distandewiled around every training
example as a neighbourhood width (coverag&hird, test new samples within the established
coveragelf aninstanceis aroundanytraining instanceswithin the coverageadius,it will be deemed
to be coveredby the AD. Establishing width addresses variability in dégasity throughout the
datasetby setting distinctocalthe neighbourhood width{SeeFigure26).

Fromthe literature onidentifyingthresholdsfor distancebasedapproachesno clearguidelineswere
apparent, andthusit is up to the user to define them [114]in this research, thresholddefining
strategieshavebeenregardedfor Euclideardistancemeasurement;ithe obtainedfindingshavebeen
compared. The Euclidean distance is much used and the metgtl distance measurement iIQSAR

research114].

3.4.1.3Featureselection

An optimal setof features used in the algorithm is createdingthe recursive elimination feature
(RFEmethod, asshownin the first chapter. Thecollectionincludesthe top five featuresaswell asthe

entire setof variables. The algorithm is testddr two setsof features. Recursive eliminatioof

characteristicssatechniqueof selecting attributesisedto removethe weakestfeatures Selectiorof
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the features is a significant step, as the performawtehe classificatiordependson the feature
selection[46]. Theframeworkof the approachof the applicabilitydomainof classifiersspresentedin

Figure20.

1 Input dataset 'O= {%%;1 n instances

2 Normalize the training set
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9 End for

10 g¢€0i 01 &n (XD Q¥ TGN resemble model with training set, k
is number of models, prediction for eachsample is obtained by each
candidate.

11  Calculate STD and Agreement for each training sample based on the

obtained predictions by candidates.
12  corresponding STD and Agreement to each sample.

Compute 6 €& Quoi 0@ YYC 06 Qi

13 The coverage ofthe modelequal tothe mean of coverage of all samples.
. BE 8¢ :
0 Qua ——,nis number of instances.
€
14 Check test samples in 6 &-@nd 0 Qg ¢

15 Return 6 Qg4

Algorithm 2: The applicability domainof classifiers.

This section presented th&Dof a classification model (ADOC) proposed, whidhsigired bythe k-
nearestneighbourapproach.TheADfor modelsderivedusingthe KNNapproachwascomputedfrom
the similaritiesof distribution in the training sets between each compound and its nearest k

neighbours[129].
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Figure 20: Overall methodology to estimating the applicability domain of the
classification model approach

3.4.2 Robustness of classification model basead
applicability domairapproach

Robustness iameasureutilisedin differing situationsfor machine learningnodels,for example the
capacityof the classifier to make the right predictions the noisy datasebr a dataset with missing
values. AUC measures have been accoufdedmprovingthe quality of robustnessof classifiers in

termsof measurinchigh sensitivityor true positive rate[25][27].

There are often normalor adversarial discrepancies between theadeing sample and the
environmentof the evaluation.Thusthe classifiersshouldbe robustandnot sensitiveto anychanges
in the distribution of the data. Somestudiesinvestigate methoddor estimating the robustnessf

machine learning models [40][109]. Notably, statiethe-art classifierscantackle the classification

problem with overall accuracy and with differenput data such as RF [3] asd/M6].
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3.4.2.1The proposedalgorithm

This work proposes an approach to identifying the robustness of ML models depending on the AD
approach. For several suggested QSAR research, KNN was the preferred choice [155][156].

Kernel Density Estimation (KDE) is a nonparametric technique for dessiityadon [115], and it is
useful in detecting the highs and lows of point pattern densities (See Figure 21). It represents the
distribution of data.

We applied the three phases of the model (See Figure 20) on given datasets, as is described in section
4.1. We consider RF algorithm [3] as a classifiemachine learning, A random forest algorithm is a
popular classification algorithm. édanbe usedfor both classification and regressiatgorithm.

Therandom forestconsistof decisiontrees.therefore, RFcreatesmultiple decisiontreesandmerges

them to obtain a stable, accurate prediction atidis higher accuracy. A new synthetic data set was
generated basedn the original training dataset to validate the concegtADfor ML models. The
proposed algothm is implementedin three stages, defining the classification model, generating

synthetic data points and evaluating therformance.

The first stage: Defining the classification model:

A model isbuilt by applyinga classification algorithm. Defininbé classification model is to lod&r a
classificatioralgorithmthat learnsfrom asetof data. Theprocesgyoesthrough severaldifferent steps
such as prerocessing data, feature selection, dealing wittissingvalues in the dataset and

normalisationof the data. The RF algorithm is udfed the classificatiorof datasets.

The second stage: Generating synthetic data points.

The focus in generating the additional datasets is preserving the characteristicsarfghmal

dataset. We are motivated to this approach due to the effectiveness of the methods for generating
synthetic datasets. For example, Multivariate Normal Distribution generator [157], MUNGE [157]

and SMOTE [157][158]. The idea of STOME is deternihéngearest neighbours of original data

points to generate new synthetic samples for balancing imbalanced classes. MUNGE is a strategy to
create synthetic data for model compression. For the MUNGE method, a large model can be
replaced with a smaller modelhich can mimic its behaviour efficiently. Despite, both the training

set and test set have similar statistical characteristics, and only the training set is used in creating

synthetic points.

The third stage: Evaluating the performance.
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Make predictionsafter applyingthe model,anddifferent pointswill be considered taeflectuponthe
obtained results. The descriptioof the AD of a model in the spacean be used to definethe
robustness in the resultderived.The predictive abilitypf the model reflectedby usingthe accuracy
and classification error. Since the data points that have poor accuracy are considered as unreliable
predicted(outsidethe domainofthe model). Themodelwasevaluatedasthe following parameters:

1 Rateof samples that havgood accuracy.

1 Rateof examples that have poaaccuracy.
The robustness of the model is evaluated based on the prediction of the model or the ability of

prediction. Figte 17 demonstrates a schematic representation of density and reliability mapped

Density Contour

N4

Figure 21: Two variables density estimation where the data fall

across data space displaying densely populated and more reliable areas in a darker region (highly
dense regin), transitioning sparse and unreliable data into white regions (lower dense region).

Kernel density estimation for a set of data can be applied and decide whether the point lies in the
space compared with other areas. It includes bandwidth determination, defining the levels and the
corresponding colours [159].

By obtaining the highest valughe maximum value), and the lowest val@#he minimum value), a

more detailedpicture of the datacanbe obtained. Thefive-numbersummaryisincludedthe minimum
amount, first quartile, median, fifth quartile and maximurdue.

The functiondist() for computing the distances between observations in two matrices and return
amatrixisdescribedn [160]. Theframeworkof the approachof the robustnessfthe classifierdbased

on applicability domain approach is presented in Figze
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Table 12: Summary of notations in the algorithm 3

symbol Description
D A given data set
r Threshold, Positive number between 0 and 1
"Yé.@ 00 Dataset that are in the model domain (correct predictions by the mo|
Yéé @ o Dataset that are out the model domain (incorrect predictions by the
model)
Os 0i o Testing data set
Oy ¢of Training data set
0o A built classifier
"Y(')(‘J(I) Data set obtained by adding threshold r to chosen points from test d
set (the points between t and max distance)
Y@ Data set that fall inY 6 gidterval
d A distances matrix of the train data set
O 6 Q' Maximum value in distance matrix(ds)
t A value of distances; Where, t&=0 @& 'Q(Qi)
N Numberof iterations adding r
o H | Predicted class label
W The class of a point
i Q Numberof rows irSul,
nr umber of row of Sub,
ma Maximum value of distance

< @ =
v

v

Defining classification mod

Generating synthetic data poir

v

Results Evaluating the performanc

Figure 22: Overall methodology to estimating the robustness of the

classification model approach



Algorithm 3Evaluation the algorithm

Input: Dataset D
Threshold r,
Base learn classifier C

Number of iteration N

Output: Two subsets  "YO#® i 0o¥0:R s i 000

Q) Normalize D, and Remove Outliers from D

(2)  Divide D into training set Oy i ¢ppd testing set G 0i o
(3)  Build classifier 0=0 Qi a(Qw iy)é:

(4) Evaluate the classifier C

6 Q={Q Q) nwy O ga:

(7 Q=max{ (Ggoq: gy Oy othe

(8) Ref= Q3+(1.5*IQR)

(9) t=mean (subset (distancel, distancel>=Ref))
(10) "YO,@ i 6 YR '%0)

(11)  Inputr, which 00r 01

(12) Repeat

(13) Add r to each element inYo,8§ x EAOA1 1
(14) i QQQIOP; 0 o

(15) Sub, = subset(Dyest, min(Suhy) & max(Suh))
(16) Bx C(SWw,), i=1,8,nr// Cis a classifier

17 For all samples in Sub, do

(18) if (y; = Budo

(19) add SUUn (Xj, Yj to Subpside

(20) Else

(21) add SUkjn (Xj, Yj to Subyiside

22) End if

(23) End for

(24 Keep SlJlj‘insidev Sthjoutsi(:le

(25) N=N 1

(26) Untl  N=0

27) Return SUHinside , and SUBOUtSide

Algorithm 3: The robustness based on applicability domain approach algorithm



3.4.3 Defining the optimuntlassifier

After getting the ensemble classifier from the approach of assessing the AD for classifiers in Chapter
4, the available collections of models are used for finding a better model among them. The
identification of this model is performed based on Pareto wyatiity, which, mines model collections

and identifies a model that offers a good performance on the test set.

3.4.3.1 Themodel

There is a sedf m classifierd = 01,8 0ha associated with clas& These obtained models (or
classifiers) have different performance. To identify the best model from the colleofiomodelsd
for a data testy we create a model to select a classifier with a maximum aveofgeighbourhood
width andmaximumaccuracyTheframeworkfor definingthe optimal classifielispresentedin Figure
19. It givesthe procedureof the approach.Aset of modelsbuilt basedon sset of dataare performed

differently.

We aim to investigate if these models can perform better for data that lie in the AD of thielma

this section, we introduce an approach to define a reliable classifier from a collection of existing

F= a set of pairs (ACC, Ta)

3= Pareto set of F
Selecting model ID af
Optimal classification model

Figure 23: Overall methodology

classifierdor test data. Considetis a setof data points with features, and there is a sétmodels
M. For each w™ @, classfier outcomes,dbz wDz8 , «Pzfor models M are known. For defining a model
for a given dataset, we make a g#tpairs (T, ACC), where ACC denotes the avaratie accuracy
of the modelon the test set. The threshold T represents the averafjghresholdsof the modelon
training set instances. ACC defines the performdoceach classifier. From these pairs, ean find
models that have the maximum accuracy and maximum threshold.ca@hise found in the topicof

multi-objectiveoptimisation. Acrossllconditions,no solutionexceedghe others. Consequentlyye
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have a sebf solutions that cannobe compared with each other. Insteadf findingone solution, the

Pareto settanbalance results providely available models with accuracy and reliability.

Many realworld issuesequire many objectives functions tbe optimised simitaneously. Somef
these objectives may conflict with each other. For instarfiteling an ideal classification modef
relevant models from available collection&classifiers, where thgoalsmay includeminimisingthe
computing costs,minimisingthe error rate, minimising the time, and maximising the accuracy
performed. The MOO [161] issue addresses a finitmber of (goals) objectives functions. For an
optimisation issue witlt equal importance objectives, the minimisation (or maximisatioiall the
objectivesisrequiredto deliveraperformancecriterion. Ingeneral MOOcanbe donebythe following

steps:
1 Applyingthe constraints.
1 Findingthe feasiblesolutions.
1 Obtainingthe optimal solutions that satisfy all tlewnstraints.

Different solutions are represented in the feasible solution space (Figure 24), x is defined in 2D space

asw= (@ ,w). It is called decision variables space.

Machine learning classification algorithms are very well suited for dealing with the sation of
multiple variables, the concept of Pareto optimality can be useful when simultaneously optimising
multiple objectives [162]. This section provides a brief overview of robjgctives optimization

(MOO), focusing on definitions that are neededater part.

3.4.3.2 Paretooptimality

The concepbf Paretaoptimality was introduced at first timby the mathematician Vilfredo Pareto.
Pareto optimality is a concefiuilt on multi-objective optimisation that promotes muitibjective
vector optimisationby trade-offs between multipleobjectives combinations [106], [163]. The trade
off is constructedo enhancethe performanceof agoalat the costof one or more othergoals[164].
Asshown in Figure 20 each point in the objective space represemtijaeset of model features, so

Pareto optimality classifiemultiple Pareto points (solutiong33].
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This section provides a few definitions that are needed witadking about MOO. Definitions include

dominance, paretepptimal, and pareteoptimal front. These definitions assume minimisation.

Pareto Set Pareto Front

PN I X, Decision Space l Y I Y, Objective Space l

.
..... e ™ N 1 F .
X, i
Xyr XKoo Xg»™ 0 X, V2 Ve V3ot YV,

Figure 24: Multiobjective optimization problem: mapping the search space to the objective space [19]

3.4.3.3Pareto points and theproperties

LetnP tsenote ndimensional space, and P nthe feasible space. consider a decision vector

o= (al,ox h & hya single objective functiof®{¢), is identified adQg, ¢ 8 a . Let' @) =
"Q(o h "Fw h " P &be an objective vector. The objective space is denoted athe decision

space is.

Definition 1 Domination:a decision vectorgl dominates a decision vectos® (denoted byap N
oR), if and only if

§ alis not worse thars® in all objectives’OQ"@al) "@a2),! Q@ phQ 8 h

f ddis strictly better tharo® in at least one objectiveéQQmCx 1, 8 "QDGail) < "GFaR).

Definition 2 Weak dominationa decision vectordl , weakly dominates a decision vectag,

(denoted byop &), if and only if
f  wis not worse tharwin all objectives’OQ"@&acl) "@oR),! &x 1,8 "

Definition 3 paretcoptimal: a decision vectorgs N is Pareteoptimal if there does not exist a
decision vector®o «f N that dominates it. That isy: "¢ < "@a3). Anobjective vector; (¥(q),

is Pareteoptimal if wis Paretaoptimal.
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Definition 3 pareto-optimal set: the setof allParetaoptimal decisionvectorsfrom the Paretaoptimal

set,3” . Thatis,

g={a" | o NG} (22)
The Pareteoptimal set therefore contains the set of solutions, or balanced trafig, for the multi

objective problem (MOP).

Definition 2 paretooptimal front: Given the objective vectoi®a), and the Pareteptimal solution

set,3?, then the Pareteoptimal front,3 _* P v, is defined as

3 ={0=("Q(13),"(Hh "Bfcshcs™ 3 (23)

The Pareto front therefore contains all the objective vectors corresponding to decision vectors that
arenot dominatedby anyother decisionvector[163]. Theconceptof dominanceisillustratedin Figure

21 [165], for tweobjective function, @ = ("Q (&), "Q(w) . The striped area denotes the area of
objective vectors dominated by F.

fo Dominated by £

_}-: x

Figure 25: lllustration of dominance [151]

Algorithm 4: FindingParetoset(P)

1 LetO I p e sdlutfons! 1

2 Let Pyd n

3 Let 1,1

4 For each combination # N O

5 let # If 0 Valug(A) < Value(A) }

6 Repeat from step 2 until no more 0 is added to 0g.
7 If "= &, stop. Otherwise "1 and go to step 5.

Algorithm 3: Finding Pareto set
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The above definitions and basic properties of Pareto set can be found in [161][165][166]. The next

section provides the proposed model procedure.

3.4.3.4The procedure of thenodeldevelopment

The procedure of the model development is as follows:
1) Obtain test and trairset.
2) Create a setf pairs'O= (06 6 6.
3) FindPareto set* for "O.

4) Choose the most appropriate modelr the testset.

3.5 Summary

The objective of this chapter is to describe the dataset and the research methodology. One of the
important parts of research is the data. Along with its limitations, the data description is provided.
Although the data in this database represent an impottaontribution to knowledge about the AD

of the classification model, there are limitations of the data which must be recognized. The datasets
samples are small, errors in the data and some datasets are imbalanced which cannot reflect the

situation of itstarget patients well.

The research methodology is presented in this section with three methods, i.e. The applicability
domainof the classification model, Robustnesfsclassification model basesh applicability domain
approachandSelectingptimum classificatiorperformancemodel. Theperformancecriteriaarealso
providedto assesshe efficiencyof eachusedapproach.Theresultsof eachapproachare providedin

Chapter 4, 5 and Chaptér
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4 The applicability domain of
classification models

4.1 Introduction

There are approaches assessing the classifiers bassdADmethods such as the STD method [85]
and the knearest neighbourstensity (dk-NN) [143]. Thes¢echniquesmap the outcomeof new
examples in ternof distance to the model space while considering the reliabdftyjearby training
instances. Accordinglyghe, we used a reliability measure that results from two distinct effects, bias
andprecision115] for the classificatioomodel. Thissectiondiscussesomeaspectghat influencethe
performanceof classification models. This womkcludesthe proposed &orithm, TheAD of the

classification model, and feature selectiohAD.

4.2 The procedure of the proposedgorithm

Theapplicabilitydomainof the QSARNnodelcharacteriseshe restrictionof the modelinits structural
area and reaction space [152]. The model validation procassestrict the applicabilityof a model
to predict reliably new samples that have a simi#iucture to the training samples [77]. We are
motivated to look closely at possible solutis inspired bythe density k-NN (dk-NN) approach
proposedby Sahigara et al. [143] and the reliability the predictionsof a QSARModels mapping
approachpresentedby Anicetoet al.[115]. We haveemployedthe algorithmdiscussedn (Algorithm

2) above,to assesshe ADof the classificatiormodel. Inthe following section,we recallthe stagesof

the algorithmimplementation.

The first stage of the implementation of this approach is to obtain some data sets, as shown in Table
9. EachdatasetO = {wq w5 , containing n points in -dimensional space, whictyg® Y2 with
correspondingi, LetO= Oh  ®ddinput dataset. K random samples with replacement from D.

Let {G3,03,8 Gy } denote the set of m class labels. Let 0 be a classfier. Let = 0 (cg denote its
predicted classor a given exampléx cxy 'O. Where,w= (¢, cxh  8x) 'Y, x is a point in d
dimensionalspace Normalisationisappliedto our datasetin which datavaluesscalednto the range

of [0, 1] [28]. Dataneedsto be normalisedbecausehe studyreliesonthe Euclideardistance measure

[167].

73



Next step in the proposed algorithm is to divide the data into training and testing sets with-a@ 70
split [102]. The training set is denoted B9,(; o)yde train the model while the testing set is denoted
by (G, ) tp test the trained model [168]. The following stage is to compute the Euclidean distance
[28] of the training set.Thedistancecanbe usedasametric that identifiesthe similarityfor aspecified
property of amodelbetweenthe training setexamplesandthe testingsetsampleq1][152][92]. From

the Euclidean norm, weandefine the Euclidean distance between x and y data points the training

samples, afllows:

&

Qo Blog @)? (24)
|1

Where, Qqig the distances between the examples in the training set, and m is number of features.
The square root of the sum of squared differences between the vector components of the two

variables is the Euclidean distance.

Then the average distander each instace in training set is computed as the averajealistances
between this instance and the remain instances from the training set. According to Tetko et al used
Euclideardistancesneasureto definethe similaritiesbetweenamoleculei andatraining set. TheAD

for models derivedisingthe KNN approach was computed from the similaritiéslistributionin the

training sets between each compound and its nearest k neighbours. The average Euclidean distance
to the nearest k neighboursf this molecule in thdraining set was calculatedsingonly a subset of
variables identified as optimdly the modellingprocedure. The distancdistribution in the training

set between each compound and its nearest k neighbours is calculated to produce an applicability

domain threshold, which calculatédr each KNN modg¢02].

The average distance for each instance is denote@hy; o oibts defired by follows:

BQo0

Qo0 S (25)

Where, Q4 the distance of a data point to the rest of training data points, mnis number of the data
points in the training set. Compute the coverage threshold corresponding to instances in the training

set.
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Then these averagé®, , i o argoused to compute a reference value (upper limit). The upper limit
value is used to select data points that are allocated in the coverage of any point, as shown in Figure

22. Each data point has some data points in the upper limit value range. Assume the grey coloured

point is a point i from the training set.

Figure 26:The neighbourhood width of data point

There are two testing instances are covered by the training instance i, and one test instance is close

to the training instance. The rest of the points are outside the coverage of this data point. The

reliability of the distance depends on upper limit valattributed to training instance i. upper limit

@ t£dzS Aa O02YLziSR ol aSR 2y ¢dzl SeQa FSyOS YSiK2R
YQxX03+15x"00Y (26)

Where, Q3 denotes the 3rd quartile, and IQR denotes the interquartile range.

Oneof the mostcommonvariationmeasurementausedin statisticsis the interquartile range[161]. It
is a measureof how the mean spreads information and breaks the data set into quariérs.

calculated as the difference between tBed and the 1st quartiles. The fundamental formida

IQR =00 1p (27)

Table 13: Summary statistics of training set from Pima datts

Characteristic Mean | Standard Deviatior] Median Q1 Q3 IQR
The average of 0.59961 0.11961 0.564 0.517 | 0.64775| 0.13075
distances
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Quartilesgiveafull picture of the dataset. Thefirst andthird quartilesprovide informationaboutthe
internal data structure. Between the first andird quartiles, themiddle half of the data is centred
aroundthe media. Thedifferencebetween thefirst andthird quartilesshowshowthe median datas
arranged Asmallrangeof interquartile indicatesdataclumpedoverthe median.Awider interquartile

range means more disseminatiofidata[169].

Table 14: Outliers in characteristics measured of training set from the datasets (The average of distances is considered)

N Data set Lower Limitl | Upper Limit2
1 Pima dataset 0.321 0.844

2 Breastcancer dataset 0.659 0.973

3 Indian liver patient data 0.390 0.942

4 Heart dataset 0.435 0.930

5 Thyroid dataset 0.409 0.951

6 |Cardiotocographic datas 0.537 0.921

7 Hepatitis 0.207 0.911

28 AffdzAalONI GS ¢ dahgdlBuSel dafasey[D15]. THeSnimErgsRtisticalof training
setfor the dataset aresummarisedn Table 13 and Table 14, the mediainthe average distance is
0.564, and the quartiles ameterminedas the lower andipperhalves, respectively. The first gpuile
(QL)is the mearof the two middlevalues in the lower half. The same way is used inugher half to
determinethe third quartile Q3=0.648Theinterquartile rangeisdefinedas(IQRWwhere IQR=Q3-Q1=
0.13075. Ouitliers are values below the lowienit (Q1-1.5(Q3Q1)) or the upper limit (Q3+1.5(Q3
Q1)).The Euclidean distances between each training instanceainichining examples is calculated
to obtain 6 € @The average distances ¢ gare calculatedor each training examples considered as
neighbours with distance values closer equal to the upper limit, which, 6 &-@¢F

{ Qo € DAONG @y 6 N N QA TFvom kgure 27 represents the average distanceshéo
instanceswith distancevaluecloseror equalto upperlimit valuefor Brestcancerdataset[159]. From

Figure 27 most valuas the average distancder Brest cancer dataset have about @faverage.
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Figure 27: The average of the distances for all points that are equal to upper limit value on Breast Cancer dataset

0 ¢-@s the neighbourhood width thresholdf each point. The distances between each training
example and the restf the cases are calculated to generate #hBthresholdfor each instance. The
variation of data densityacross the dataset is addressbgdcomputing differentlocalthresholdsfor

each sample. The neighbourhood width is basadheir reliability around each trainingxample.

cardiotocographicdataset
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Figure28: Theaverageof the distancesfor all pointsthat are equalto upper limitvalue on cardiotocographialataset

From Figure 28 most values of the average distances for cardiotocographic dataset have value

between 0.6 and 0.8 of average.

Figure 29 shows the relationship betweérg -@and theaverage distancesf each instance from the
rest of the datafor Breast Cancer dataset aimadataset. Mean coverage denotes the average
distanceswithin upperlimit valuefor eachdatapoint (it isalsocalledthe neighbourhoodwidth). Mean

distance indicates the average distanoégach instance from the resif the training set.

The average of the neighbourhood width to all instances of the training set is denot@dgy(See

line 12 in Algorithm 2). It can be computed as fato
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