Performance Evaluation and Design for Variable Threshold
Alarm Systems through Semi-Markov Process

Abstract—In large industrial systems, alarm management is one of the most important issues to improve the safety and efficiency of systems in practice. Operators of such systems often have to deal with a numerous number of simultaneous alarms. Different kinds of thresholding or filtration are applied to decrease alarm nuisance and improve performance indices, such as Averaged Alarm Delay (ADD), Missed Alarm and False Alarm Rates (MAR and FAR). Among threshold-based approaches, variable thresholding methods are well-known for reducing the alarm nuisance and improving the performance of the alarm system. However, the literature suffers from the lack of an appropriate method to assess performance parameters of Variable Threshold Alarm Systems (VTASs). This study introduces two types of variable thresholding and proposes a novel approach for performance assessment of VTASs using Priority-AND gate and semi-Markov process. Application of semi-Markov process allows the proposed approach to consider industrial measurements with non-Gaussian distributions. In addition, the paper provides a genetic algorithm based optimized design process for optimal parameter setting to improve performance indices. The effectiveness of the proposed approach is illustrated via three numerical examples and through a comparison with previous studies.
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INTRODUCTION

Nowadays, in large industrial systems, enormous number of sensors are installed in different parts of the systems for online condition monitoring of the plant during operation. By using these sensors, abnormal behaviors of systems are detectable. Whenever a process variable exceeds a certain threshold, an alarm is raised (in auditory or visual form) to indicate an unexpected behaviour of the system that can be due to fault occurrence in sub-systems, malfunctioning sensors, or any other related reason [1]. An alarm system receives data from the sensors and process them to delineate abnormalities for operators. Therefore, just like pain in human body, these systems generate important signs of system’s abnormality. In modern industrial plants, alarm systems play a vital role in ensuring the process safety and efficiency. However, an immense number of potential alarms that can be raised simultaneously make the alarm management task challenging for any industry [2, 3]. For example, during the catastrophic accident in the nuclear power plant at Three Mile Island in 1979, the worst nuclear accident in the US history, operators faced challenging situation due to redundant and confusing information provided to them, much of the information provided was irrelevant and illusory during the accident [2, 4].

Different activities, tools and procedures have been developed to improve the performance and effectiveness of alarm systems and some standards such as EEMUA-191 and ISA-18.2 are defined [5, 6]. Averaged Alarm Delay (AAD), Missed Alarm Rate or Probability (MAR/MAP), False Alarm Rate or Probability (FAR/FAP) and Chattering are four specified indices that can be used for an alarm system’s performance assessment. Interested readers are referred to [7] for further details about performance indices. However, there are still some ongoing research works to improve the performance of alarm systems, and a brief review of research works related to this area is studied as follows:

A Brief Literature Review on Performance Assessment of Alarm Systems

The existing standards, guidelines and regulations for alarm systems and their design procedure have been reviewed by [8]. Regarding the alarm systems, the study highlighted the challenges and opportunities. A strategy for Integration of alarm system implementation and operational practices has been proposed and the potential use of cyber-physical systems in alarm systems and industrial automation has been suggested. The latest trends and developments in fire alarms have been analyzed by [9]. The study pointed out that most false alarms were the result of poor installation, imperfect maintenance, and human factors. A critical view on current and potential issues and challenges has been given in this research. Reference [10] focused on operation metrics, visualization plots and alarm floods as decision support tools for alarm systems. The paper introduced multi-layered radar plots to increase the readability of alarm
metrics. A ranking method is also proposed by this paper to reorder design procedure based on alarm-flood criticality index. The state-of-the-art regarding data-driven multi-mode process modelling and monitoring has been provided by [11]. They reviewed existing methodologies of modelling and monitoring for multi-mode processes. A systematic clustering and characterization for both modelling methods and monitoring approaches have been studied as well. Different approaches for improvement of performance in alarm systems and detract alarm persecution have been investigated in [12], among studied solutions filtering approaches, delay timers and deadband can be highlighted. However, in these ways, some delay occurs during alarm detection. In [1], trade-offs between the time delay to raise an alarm and the rate of missed and false alarm has been studied through applying a novel filtering approach for alarm systems. This paper introduced exponentially weighted moving average (EWMA) filter. Another technique with receiver operating characteristic-based curve for designing deadbands or thresholds to reduce FAR and MAR has been proposed in [13].

In [7], FAR, MAR, and AAD were considered as performance metrics to design and assess the performance of univariate alarm systems. In that approach, a simple threshold-based method called mean change detection was proposed to distinguish the normal alarms from the abnormal ones. However, the application of this approach is limited to a Gaussian distribution. Cheng et al. [14] introduced an optimal filter design method to enhance the performance of alarm system over the classical moving average filters. A new visualization for illustrating the time-lagged correlation between different alarms has been proposed using the correlation color map by [15]. Adnan et al. [2] introduced a new method to improve conventional delay timer methods, which was called generalized delay timers. Also, FAR, MAR, and Expected Detection Delay (EDD) were calculated using a Markov model to evaluate the performance of this approach in comparison with a conventional delay timer. In [16], the authors presented a method to minimize missed alarm probability (MAP) and false alarm probability (FAP) in a multidimensional space by optimizing multivariable alarm threshold. Although this approach could reduce the number of missed alarms, the reduction of both false alarm and missed alarm simultaneously is impossible. In [4], an improved version of delay timer has been introduced, which was based on multiple orders and set-points to cover transition behavior between non-alarm and alarm mode.

In [17], a method for multivariate alarm thresholds optimization by combining FAP, MAP, and correlation analysis was presented to solve an alarm threshold optimization problem to reduce nuisance alarms. An evidence theory based online variable threshold method was introduced in [18] to take into account the uncertainties associated with the process variables while optimizing the design of alarm systems. Gao et al. [19] proposed a correlation consistency-based multivariate alarm thresholds optimization. In this paper, Pearson correlation analysis is applied to obtain the correlation coefficients of process data, and Particle Swarm Optimization (PSO) algorithm is used for the problem optimization. To improve the efficiency of existing thresholding-based alarm system, mean-change point detection method was utilized to propose an extended adaptive threshold alarm system in [20]. A penalty-based approach for delay timer design has been introduced in [21] and formalized in [22]. This approach to designing an alarm system was an extension to the n-sample delay timer and they proved that their approach has better effectiveness in terms of MAR, FAR and AAD. They also presented a new Mean Time to Alarm (MTTA) parameter for measuring the system’s delay with less computational effort. A novel linear filter has been designed based on a stochastic model of the alarm system by [23] to reduce the probability of false and missed alarms. This study has been implemented on V94.2 gas turbine.

The analysis of multimode delay-timers based on Hidden Markov Model (HMM) has been proposed in [24]. This paper used the particle swarm optimization to minimize FAR, MAR and EED that were obtained from HMM. A Markov process-based performance assessment of time-deadband univariate alarm system has been studied by [25]. Reference [26] introduced a multi-set-point delay timer alarm configuration. This paper provided new Markov models of FAR, MAR and AAD to assess their performance. The application of Deep Learning in Natural Language Processing (NLP) is illustrated on Alarm log information with capability of alarm prediction by [27]. Reference [28] proposed a median filters-based method for chattering reduction in industrial plants. The proposed method is capable of satisfying false alarm and missed alarm rates’ constraints.

Although a significant number of researches have been performed so far, to the best of the authors’ knowledge, no published work has considered the issue of performance analysis of VTAS by using the concept of Priority-AND (PAND) gate [29] and semi-Markov process (SMP). This study introduces two types of VTAS (i.e. variable threshold and variable threshold with variable deadband), which are capable of reducing alarm nuisance and improving performance. Afterwards, a novel methodology is proposed by utilizing the functional behavior of a PAND gate for the MAR and FAR evaluation of VTAS in different conditions. The PAND gate models of the FAR and MAR are solved by creating semi-Markov models of them. The results are then validated through Monte Carlo simulation and
compared with some other existing research works. The application of semi-Markov process allows the proposed approach to work with non-Gaussian distributions. Moreover, to facilitate optimal design of alarm systems, the optimal parameters were obtained and analyzed using the Genetic algorithm [30]. This systematic approach and its solution enable alarm systems designers to have a deeper view on performance behavior of these systems.

B. Contributions of the Paper

- The first and most important contribution of this paper is to propose an approach for performance evaluation of complex alarm systems such as adaptive threshold alarm systems, neural networks and Kalman filters [31]. In other words, the proposed approach deals with the evaluation of probabilistic key performance indices such as the probability of false alarm, and the probability of missed alarm. This approach is an answer for the research question of how can we evaluate the probabilistic key performance indices of complex alarm systems with variable thresholds? It should be noted that traditional approaches like confusion matrix is not comprehensive as this approach is.
- By the use of Semi-Markov Process for the first time in the alarm management research domain, we are able to evaluate probabilistic key performance indices of the complex alarm systems with non-gaussian probability density functions. We also provide alternative probabilistic expressions to deal with non-parametric and numerical probability density function. To prove the validity of the proposed models, a comparison with Monte Carlo Simulation is provided.
- Metaheuristic optimization is used to create an optimized design of adaptive alarm systems. In fact, the proposed SMP has been embedded in the cost function, a multi-objective constraint Genetic Algorithm (GA) to regulate the parameters of adaptive threshold and minimize the probability of missed alarm and probability of false alarm.
- Considering the importance of alarm prioritization in the alarm management domain, a simple priority calculation based on the probability of missed alarm and probability of false alarm has been recommended.
- Using Priority-AND (PAND) gate is a starting point to use the concept of dynamic fault tree and its conversion to a dynamic alarm tree. This PAND gate is a hint to the future research of how a dynamic top-down deductive model can represent the alarms and their dynamic combinations such as sequence, and delay.
- The applicability and usability of the proposed method have been illustrated by an industrial implementation. The V94-2 Gas Turbine is a complex industrial case study that has been used to prove the industrialization of the proposed approach.

C. The Paper Organization

The rest of paper is organized as follows. Next section describes problem statement and definitions. Section III introduces the threshold-based alarm systems. In section IV, for performance assessment of alarm systems, a novel methodology based on PAND gate and SMP is presented. Section V evaluates the efficiency of the proposed approach through numerical examples and comparison with other existing works. The penultimate section outlines the strengths and weaknesses of the proposed method. Finally, section VII concludes the paper with concluding remarks and direction for future research.

PROBLEM STATEMENT AND DEFINITIONS

The performance of an alarm system is mainly subjected to three parameters: rate of false and missed alarm and mean alarm delay. For this purpose, consider the random discrete signal $x(t)$ as the measurement of a process variable with sampling time $h$ and its associated alarm trip point $x_{tp}$ as shown in Fig. 1.
Due to a well-known method such as on-delay method, in which if $n$ consecutive samples of $x(t)$ exceed the trip point, the alarm is raised. Suppose that normal data are the samples of $x(t)$ that are less than $x_{tp}$ and abnormal data are the samples of $x(t)$ which exceed the $x_{tp}$. Hence, this figure can be categorized into four sections as seen in Fig. 2.

After categorizing normal and abnormal data, the probability density function of them can be obtained as illustrated in Fig. 3. After classifying the measurement values into two normal and abnormal classes, the probability of false alarm and missed alarm can be calculated as follows respectively.

$$FAR = q_1 = \int_{x_{tp}}^{+\infty} q(x)dx$$  \hspace{1cm} (1)

$$MAR = p_2 = \int_{-\infty}^{x_{tp}} p(x)dx$$  \hspace{1cm} (2)

where $p(x)$ stands for the pdf of abnormal part of measurement and $q(x)$ stands for the pdf of normal part of the measurement.
Fig. 3. Separated probability density function of normal and abnormal part of $x(t)$

Now, suppose that the $x(t)$ as a measurement or monitoring signal is changing from the normal condition to abnormal at the time $t_0$, and the first sample of $x(t)$ is equal or larger than $x_{tp}$ at the time $t_a$. The alarm delay can be defined as follows:

$$T_d = t_a - t_0$$  \(3\)

Since the signal $x(t)$ is a discrete random variable, the alarm delay $T_d$ is a random variable. Hence, the average alarm delay (AAD) is defined as the expected value of $T_d$:

$$\bar{T}_d = E(T_d)$$  \(4\)

In general, we need multidimensional joint pdfs of $x(t_0) \cdot x(t_0 + h) \cdot ...$ to compute $\bar{T}_d$. For simplicity, it is assumed that $x(t)$ is independent and identically distributed (IID). Therefore, according to [7], the probability mass function of $T_d = ih$ can be written as:

$$P(T_d = ih) = p^i_2p_1$$  \(5\)

Where, $p_1 = 1 - p_2$, also the AAD is:

$$\bar{T}_d = E(T_d) = \sum_{i=0}^{\infty} ihp^i_2p_1 = h \frac{p^i_2}{p_1}$$  \(6\)

**BACKGROUND OF THRESHOLDING ALARM SYSTEMS**

In this section, simple and variable threshold alarm systems with and without deadband are introduced briefly. As a definition, an alarm exists when the amount of the data is bigger than the amount of predetermined threshold, and otherwise it clears. In the following, the basic definition of alarm by considering zero mean signal data is presented in (7). To ease the computations it is assumed that the system’s malfunctioning occurs as a raising and not intermittent fault and we have only one high limit (adaptive limit) for alarm generation. However, malfunctioning with falling occurrence and their low-level limit can be considered through the proposed method.

$$\text{Alarm} = \begin{cases} 1 & |s| > T \\ 0 & |s| < T \end{cases}$$  \(7\)

where $T$ is the threshold and $S$ is the signal. Note that this signal could be a real signal in signal-based method or residual signal in the model-based method. In the following, the concept of thresholding methods is represented as an example.

**Example1: Measurements with Normal Distribution**

The process variable is considered as a white Gaussian random process with a mean change at $t_0$, i.e.,

$$\begin{align*}
N(3,1) & \quad \text{when } t < t_0 \\
N(5,1) & \quad \text{when } t > t_0
\end{align*}$$  \(8\)

where $t_0$ is equal to 70s with the sampling period $h = 1s$. The length of the data is 140.
3.1 Simple Threshold Alarm Systems

In this type of systems, a fixed threshold is applied on signal to diagnose alarm status. It can be achieved as follows:

\[ T = m \pm \varphi v \]  \hspace{1cm} (9)

where \( \varphi \) is Adjustable Index, \( m \) is the mean value of all data, and \( v \) is the variance value of all data in labeled signal. Fig. 4 shows the signal \( x(t) \) and applied static threshold and deadband.

\[ T = m \pm \varphi v \]

where \( \varphi \) is Adjustable Index, \( m \) is the mean value of all data, and \( v \) is the variance value of all data in labeled signal.

Fig. 4. Generated signal for example 1 with static threshold and deadband.

FAR and MAR as two criteria which are used to analyze the operation of alarm management systems are determined in Table 1.

The proper fixed threshold must be determined to decrease these two criteria as much as possible simultaneously. When the fixed threshold is big enough, the sensitivity of faults decreases. On the contrary, because of uncertainty and nuisance behavior in a real data, the number of false alarms increases if the static threshold is too low. In this situation, the alarm signals transit between on and off state called Chattering Alarm [32].

Chattering is one of the most significant problems in most industrial control systems, which causes Alarm Flooding in decision-making system. Therefore, finding the solution to this issue is vital. A typical effective method for reduction of alarm chattering is using deadbands [33].

3.2 Simple Threshold Alarm Systems with deadband

Deadband method is introduced to improve the performance of alarm management systems in the presence of nuisance data. In fact, deadband can be determined as another limit for clearing alarm in noisy signal [32, 34]. According to threshold type (upper threshold or lower threshold), the suitable deadband is selected.

A deadband is usually defined as a percentage of the threshold or the range of variable [34]. Since the range of the variable is typically unknown, deadband is represented as a proportion of the alarm limit (threshold) in this work.

\[ \text{deadband width(DB)} = L(1-db) \] \hspace{1cm} for high limit,

\[ \text{deadband width(DB)} = L(1+db) \] \hspace{1cm} for low limit

where \( L \) is the threshold value, and \( db \) is deadband value.

Furthermore, there are some recommendations for deadband design according to EEMUA standard [5].

In Fig. 4 and in example 1, \( L = 4 \) and \( db = 3.2 \) has been considered. Also, FAR and MAR calculated in this way are reported in Table 1 to compare with fixed threshold. It is evident that use of deadband limit makes alarm chattering better than before. However, this way just improves the MAR. It means that fewer missed alarm occurs, but this way is not sufficient to reduce the false alarm.

3.3 Variable Threshold Alarm Systems

To reduce the effects of modeling uncertainty and measurement noise, it is vital to apply a larger value of the simple threshold. In fact, this solution can decrease FAR. In this situation, sensitivity can be reduced too. Therefore, this way is not suitable. Moreover, deadband could not reduce FAR as well. So, in order to minimize the false alarm rate, variable thresholds are introduced. The main idea in this kind of threshold is based on varying the threshold value with
time since disturbances and other uncontrolled effects such as modeling uncertainty and measurement noise changes over the time [35].

While designing a variable threshold, a sliding window with enough length is defined and in each window, mean and variance of data is calculated. It must be noted that window size may vary depending on the trend of the signal. Moreover, momentum factor is used to prevent forgetting the previous samples of data in the variable threshold. In the following Equations ((11) and (12)), calculation process of variables is presented [36].

$$\bar{v} = \gamma v(k-1) + (1-\gamma)v(k)$$

$$\bar{m} = \gamma m(k-1) + (1-\gamma)m(k)$$

$$T(k) = \bar{m}(k) \mp \alpha \bar{v}(k)$$

where \(m\) stands for the average value of data in a normal condition and with the sliding window length, \(\gamma\) is momentum factor, \(v\) is the variance of data in a normal condition and with the sliding window length, \(k\) is the length of the window (number of samples in each window), \(\alpha\) is an adjustable factor, and \(T\) is variable threshold value in the \(k\)th window [20].

The main problem here is to choose the length of the time window \(n\) appropriately. If \(n\) is selected too small, the threshold adapts very quickly to any change in the residual caused by any factor, e.g. disturbances, noise or a fault. If \(n\) is too large, the threshold acts in a similar way as a constant one, and the sensitivity of decision-making is decreased [36].

Also, some assumptions are considered to apply the variable threshold on signals. In this paper, it is assumed that normal condition of the signal is available and variable threshold can be applied to the signal in this situation. After that, determined variable threshold is applied on the signal in the real situation for decision-making. Let’s consider mentioned assumptions, twenty five for the length of window, \(\gamma = 0.5\). Then probability density function of data in both abnormal and normal condition after applying adaptive threshold can be shown in Fig. 6 (without considering deadband pdf). Note that, as the data of variable threshold have mean and variance, so for these data, pdf is considered. Also, FAR and MAR calculated in this way are reported in Table 1 for comparison with fixed threshold.

By comparing the FAR and MAR calculated by this method with two previous methods, it is clear that the value of false alarm rate is reduced less than the other methods. However, in comparison with method 2 (simple threshold with deadband), there is no improvement in MAR reduction. To overcome this drawback, we introduce variable threshold with variable deadband.

### 3.4 Variable Threshold Alarm Systems with Variable deadband

In this approach, use of variable threshold and deadband are merged to improve reduction of false and missed alarm probabilities. As mentioned in method 2, deadband is assumed as a percentage of alarm limits. Therefore, because of varying threshold, deadband should vary too.

![Fig. 5. Generated signal of example 1 with adaptive threshold and deadband](image)

As seen in Fig. 5, variable deadband along with variable threshold is applied on the signal. Note that data of variable threshold and variable deadband have mean and variance, so for these data, pdf are considered.
In this method, in comparison with other methods, rate of false and missed alarm can be simultaneously reduced. This feature is the benefit of this method against other methods. Table 1 confirms this issue explicitly.

**TABLE 1**

<table>
<thead>
<tr>
<th>Performance Ind./Method</th>
<th>Simple Threshold</th>
<th>Variable Threshold</th>
<th>Simple Threshold and deadband</th>
<th>Variable Threshold and deadband</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAR</td>
<td>0.2036</td>
<td>0.1836</td>
<td>0.0452</td>
<td>0.0448</td>
</tr>
<tr>
<td>FAR</td>
<td>0.2668</td>
<td>0.2009</td>
<td>0.2668</td>
<td>0.2009</td>
</tr>
</tbody>
</table>

**METHODOLOGY**

It is evident that in normal condition, when the value of \(i\)th measurement becomes larger than the threshold value (\(X_{tp}\) in simple threshold or related value of VTAS), the alarm is raised, and it is known as false alarm. Similarly, in an abnormal condition, when the value of \(i\)th measurement becomes smaller than the threshold value, the alarm returns to normal, and it is known as missed alarm. In other words, in normal condition, false alarm happened when \(X_Q > X_{tp}\) and in the abnormal condition, missed alarm occurred when \(X_{tp} > X_P\) in which \(X_Q\) denotes measurements in normal condition, \(X_P\) stands for measurement in an abnormal condition and \(X_{tp}\) is the threshold value. To calculate the probability of false and missed alarm, a systematic method was needed.

In reliability engineering area, dynamic fault tree [37] is one the popular techniques which is helpful for systematic modeling and illustration of probabilistic and stochastic phenomena. In dynamic fault trees, a Priority-AND gate is used for sequential failure behavior modeling. If two events A and B are inputs to a PAND gate, then when the event A occurs before event B occurs, the output will be true (\(t_A < t_B\)). This scenario in dynamic fault tree is depicted in Fig. 7-(a). In the literature related to dynamic fault tree analysis, several solutions such as [38, 39, 40, 41] have been provided for probabilistic evaluation of the PAND gate, given the occurrence rate or probability of the input events of the gate. In this paper, we utilize the behavior of the PAND gate for MAR and FAR assessments. In our methodology, if the PAND gate is used in x domain instead of time domain, we have a systematic and probabilistic gate in which inputs are CDF of normal measurements (Q), abnormal measurements (P) and variable threshold (A). To achieve FAR, \(X_Q > X_{tp}\) is a subject in normal condition and can be shown in Fig. 7-(b). In the same way, to obtain MAR, \(X_{tp} > X_P\) is a subject in an abnormal condition and can be delineated as Fig. 7-(c). By the use of PAND gate, a systematic method for MAR and FAR calculation is available. As mentioned earlier, it is assumed that significant rise in measurements is a sign of abnormal behavior. On the contrary, if significant fall is measurements is considered as abnormal behavior, then the inputs of PAND gate in both MAR and FAR model must be switched. In this scenario, for the FAR model, “input A” must be defined as the first input and “input Q” as the second input of the gate respectively. For MAR model, “input P” must be set as the first input and “input A” as the second input of the gate, respectively.
With the same background, for VTAS with deadband, the FAR model can be depicted as Fig. 8-(a) and MAR model can be delineated as Fig. 8-(b). In these models, it is assumed that the alarm will be raised with raising faults. Thus, for falling faults these models must be rebuilt as explained before.

Solutions to above-mentioned gates will be introduced in the following in a logical way through the semi-Markov process and the numerical way through Trapezoidal integration. Fig. 9 illustrates the flowchart of the proposed method. This flowchart has two main loop for a specific type of fault; I) selecting sensors and their signals one by one II) optimizing the adaptive threshold for each sensor based on the KPIs evaluated through SMP. After completing both loops, the sensors with better KPIs will be selected and prioritized for that specific type of fault in the system that compressor fault, blade failure, or etc.
4.1 Assumptions

Generally speaking, the industrial plants' alarm system deeply depends on different factors such as environmental effects, imperfection and operation modes that make the task of alarm system design challenging. In this paper, the following assumptions are made to increase the applicability of the proposed approach to a real industrial use.

- Measurements in this paper are assumed Independent and Identically Distributed (IID).
- The calculations will be provided for univariate VTAS, and multivariate performance evaluation remains for future research.
- The proposed method can model both type of falling and raising faults and their related alarm as mentioned before. However, in the rest of paper, it is assumed that in the alarm system only raising fault exists.
- It is assumed that in the design procedure of each VTAS, normal and abnormal measurements are classified by an expert at the beginning. Note that there are some unsupervised classification methods such as Fuzzy C-means [20] and one mean-change point detection [7] which can be applied to unlabeled data.

4.2 SMP Analytical Solution

In the literature, different types of solutions have been addressed, and all of them can be used for the assessment of MAR and FAR in VTAS. In this section, an analytical solution of SMP will be studied and then this theorem calculates the parametric probability of missed alarm and probability of false alarm through PAND gate. The SMP can be modeled by different notations [42]. This paper uses tuple (trio) (p, P, F(x)), where: p is vector of initial distribution, P is matrix of conditional transition probabilities and F(x) describes matrix of distribution functions of measurements in state i, when jth state is next; Considering Xi,i ≥ 0,1,2,... as a random variable, the homogeneous SMP X is determined by a vector of initial state probabilities p(0)=[P{X0=i}]={1,0,...,0}, and the conditional transition probability matrix

\[ P(x) = [P_{ij}(x)] \text{.} \]

where \( P(x) \) is computed by (13).

\[ P_{ij}(x) = P\{X(x) = j | X(0) = i\} \quad i, j \in \text{States} \]  \hspace{1cm} (13)

The conditional probabilities' matrix \( P_{ij}(x) \) is satisfied by Kolmogorov-Feller's equation in (14) [43].

\[ P_{ij}(x) = \delta_{ij}[1-G_i(x)] + \sum_{K \in S} \int_0^x P_{kj}(t-y)dQ_{ik}(y) \]  \hspace{1cm} (14)

where \( \delta_{ij} = 1 \) if \( i = j \) and \( \delta_{ij} = 0 \) otherwise, \( G_i \) is the distribution in state \( i \) described by (15) [44, 45] and \( Q_{ij}(x) \) represent the kernel matrix by (16). Note that the kernel matrix has a Markov renewal theorem in the background [46].

\[ G_i(x) = P\{S_1 \leq x | X_0 = i\} = \sum_{j=1}^{n} Q_{ij}(x) \]  \hspace{1cm} (15)

where \( S_i \), \( i = 0,1,2,... \) is the states of the system at different x.

\[ Q_{ij}(x) = P\{X_1 = j, S_1 \leq x | X_0 = i\} \]  \hspace{1cm} (16)

A solution to (16) can be found by applying Laplace Stieltjes Transformation (LST) in (17) [47]. There is a set of Voltera equations in (14) which is a Markov renewal equation [44]. Note that for non-exponential failure distributions such as Weibull and Gamma, some approximation is needed (Refer to [48, 42, 49]).

\[ \tilde{p}_{ij}(s) = \delta_{ij}[1-\tilde{g}_i(s)] + \sum_{K \in S} \tilde{q}_{ik}(s) \tilde{p}_{kj}(s) \]  \hspace{1cm} (17)

Equation (17) in the matrix form can be rewritten as follows:

\[ \tilde{p}(s) = [I - \tilde{g}(s)] + \tilde{q}(s) \tilde{p}(s) \]  \hspace{1cm} (18)

Hence, it can be rewritten as (19).

\[ \tilde{p}(s) = [(1-\tilde{q}(s))^{-1}(I - \tilde{g}(s))] \]  \hspace{1cm} (19)

In (19), the inverse of \( 1-\tilde{q}(s) \) can be replaced by the summation of powers of \( \tilde{q}(s) \). The resulted equation which is useful for singular kernel matrix will be as (20).

\[ \tilde{p}(s) = \sum_{n=0}^{\infty} (\tilde{q}(s))^n(I - \tilde{g}(s)) \]  \hspace{1cm} (20)
Having solved (20) by taking the inverse LST of $\bar{p}(s)$, the unconditional state probabilities in x domain are determined as follows:

$$P(x) = P(0) P(x)$$

(21)

Finally, the probability of missed alarm or false alarm can be achieved by summing up the transient probability of some states which is discussed more in next sub-section.

$$Q(x) = \begin{bmatrix} 0 & Q_{1,2} & Q_{1,4} & 0 & 0 \\ 0 & 0 & 0 & Q_{2,3} & 0 \\ 0 & 0 & 0 & 0 & Q_{4,5} \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

(22)

$$G(x) = \text{diag}\left[1-(1-F_{A}(x))(1-F_{Q}(x)), F_{A}(x), F_{Q}(x), \delta(x-\infty), \delta(x-\infty) \right]$$

(23)

In matrix (22), $Q_{1,2}$ can be defined as (24), for further explanation of this definition refer to [44].

$$Q_{1,2} = \text{Pr}\{X_{1} = 2, S_{1} \leq x \mid X_{0} = 1\}$$

=Pr[$L_{Q} \leq x \land L_{A} \leq L_{Q}$] = $\int_{0}^{x} 1-F_{A}(y) dF_{Q}(y)$

(24)

For exponential CDF, in the case of A and Q, (24) can be written as:

$$Q_{1,2} = \int_{0}^{x} \left[1-(1-e^{-\lambda_{A} x})\right] d\left[1-e^{-\lambda_{Q} x} \right]$$

$$= \int_{0}^{x} e^{-\lambda_{A} x} d\left[1-e^{-\lambda_{Q} x} \right] = \frac{\lambda_{Q} \left[1-e^{-\left(\lambda_{A}+\lambda_{Q}\right) x} \right]}{\lambda_{A}+\lambda_{Q}}$$

(25)

Similarly, $Q_{1,4}$ can be defined as (26). For exponential CDF of both inputs, (26) can be written as (27).

$$Q_{1,4} = \text{Pr}\{X_{1} = 4, S_{1} \leq x \mid X_{0} = 1\}$$

=Pr[$L_{A} \leq x \land L_{Q} \leq L_{A}$]

(26)
\[ Q_{4,4} = \int_0^\infty \left[ 1 - \left(1 - e^{-\lambda_A \tau}\right) \right] d \left[ 1 - e^{-\lambda_Q \tau}\right] = \int_0^\infty e^{-(\lambda_A + \lambda_Q)\tau} \lambda_A d\tau = \frac{\lambda_A \left[ 1 - e^{-(\lambda_A + \lambda_Q)\tau}\right]}{\lambda_A + \lambda_Q} \]  

(27)

\[ Q_{2,3} \] is the probability of occurrence of input A and \( Q_{4,5} \) is the probability of occurrence of input Q. \( Q_{2,3} \) and \( Q_{4,5} \) are defined by (28) and (29).

\[ Q_{2,3} = \Pr\{X_1 = 3, S_1 < x \mid X_0 = 2\} \]  

(28)

\[ Q_{4,5} = \Pr\{X_1 = 5, S_1 < x \mid X_0 = 4\} \]  

(29)

In exponential CDF form (28) and (29) are written by (30) and (31), respectively.

\[ Q_{2,3} = \int_0^\infty \lambda_A e^{-\lambda_A \tau} d\tau = 1 - e^{-\lambda_A \tau} \]  

(30)

\[ Q_{4,5} = \int_0^\infty \lambda_Q e^{-\lambda_Q \tau} d\tau = 1 - e^{-\lambda_Q \tau} \]  

(31)

The LST of kernel matrix is written as (32) in its general form.

\[ \tilde{q}(s) = \begin{pmatrix} 
0 & L\{Q_{4,4}\} & 0 & 0 \\
0 & 0 & 0 & f_A^*(s) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix} \]  

(32)

In general form, the LST of G matrix is written as (33). In exponential form, it is written as (34). Note that "diag" creates a diagonal matrix from each input vector.

\[ e(s) = \text{diag}\left(L\left[1 - \left(1 - F_A(s)\right)\left(1 - F_Q(s)\right)\right], f_A^*(s), f_Q^*(s), 1, 1\right) \]  

(33)

\[ I - \tilde{g}(s) = \text{diag}\left(\frac{s}{s + \lambda_A + \lambda_Q}, \frac{s}{s + \lambda_A + \lambda_Q}, \frac{s}{s + \lambda_A + \lambda_Q}, 1, 1\right) \]  

(34)

Similarly, (35) is LST of kernel matrix for exponential CDF.

\[ \tilde{q}(s) = \begin{pmatrix} 
0 & \frac{\lambda_Q}{s + \lambda_A + \lambda_Q} & \frac{\lambda_A}{s + \lambda_A + \lambda_Q} & 0 \\
0 & 0 & 0 & \frac{\lambda_A}{s + \lambda_A + \lambda_Q} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix} \]  

(35)

By using equations (19) or (20), the unconditional probability vector of Fig. 9 is compute as:

\[ \tilde{p} = L^{-1}\left\{ (1 - f_A^*(s)) \left(1 - f_Q^*(s)\right) \right\} \]  

\[ L^{-1}\left\{ q_{4,2}(s) \left(1 - f_A^*(s)\right) \right\}, L^{-1}\left\{ q_{4,4}(s) \left(1 - f_Q^*(s)\right) \right\} \]  

(36)

\[ L^{-1}\left\{ q_{4,2}(s) f_A^*(s) \right\}, L^{-1}\left\{ q_{4,4}(s) f_Q^*(s) \right\} \]

Finally, the probability of PAND gate output can be obtained from the probability of fail state (state 5 in Fig. 10) using (37).

\[ \text{FAR} = \tilde{p}_5(s) = L^{-1}\left\{ q_{5,4}(s) f_Q^*(s) \right\} \]  

(37)

For example, the probability of a PAND gate output with exponential CDF can be extracted as (38).
\[
\text{FAR} = L^{-1} \left\{ \frac{\lambda_A}{s + \lambda_A + \lambda_Q} \left( \frac{\lambda_Q}{s + \lambda_Q} \right) \right\}
\]
\[
\text{FAR} = 1 - \left( e^{-\lambda_Q x} + \frac{\lambda_Q}{\lambda_A + \lambda_Q} \left( 1 - e^{-\left(\lambda_A + \lambda_Q\right)x} \right) \right)
\]

Similarly, if the SMP model of MAR is drawn as Fig. 11, the probability of missed alarm or MAR will be obtained as (39).

\[
\text{MAR} = \tilde{P}_L(\omega) = L^{-1} \{q_A(\omega) \left( f_p(\omega) \right) \}
\]

When both normal and abnormal measurements obey exponential distribution, MAR will be (40).

\[
\text{MAR} = L^{-1} \left\{ \frac{\lambda_A}{s + \lambda_A + \lambda_P} \left( \frac{\lambda_P}{s + \lambda_P} \right) \right\}
\]
\[
\text{MAR} = 1 - \left( e^{-\lambda_P x} + \frac{\lambda_P}{\lambda_A + \lambda_P} \left( 1 - e^{-\left(\lambda_A + \lambda_P\right)x} \right) \right)
\]

4.4 Validation through Monte Carlo Simulation

The Monte Carlo Simulation with ten million repetition is used to validate the proposed Semi-Markov based approach. The example 1 is considered and in each iteration, false positive and negative values of generated confusion matrix has been stored in a vector. Having finished the simulation, the mean and variance values of false positive and false negative is calculated as the probability of false alarm and probability of missed alarm respectively. The comparison between Semi-Markov based solution and Monte Carlo Simulation is provided in Table 2.

<table>
<thead>
<tr>
<th>Performance Ind./Method</th>
<th>Monte Carlo Simulation (Ten Million Repetition)</th>
<th>Semi-Markov Based Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Value</td>
<td>Variance Value</td>
</tr>
<tr>
<td>Probability of Missed Alarm</td>
<td>0.159856</td>
<td>1.34e-04</td>
</tr>
<tr>
<td>Probability of False Alarm</td>
<td>0.159852</td>
<td>1.34e-04</td>
</tr>
</tbody>
</table>

According to the above table the correctness of the Semi-Markov based approach has been validated.

4.5 Numerical Solution

In most industrial cases, there is no parametric pdf and CDF for measurements, and usually, they are obtained numerically. Equations (41) and (42) are provided from [52] for a numerical solution in which integrations are “Trapezoidal numerical integration”.

\[
\text{FAR} = \int_{0}^{1} f_x(x) F_o(x) \, dx
\]
\[
\text{MAR} = \int_{0}^{2} f_x(x) F_o(x) \, dx
\]

Similarly, in the case of VTAS with Deadband, (41) and (42) can be rewritten as (43) and (44).
\[ \text{FAR} = \int_{0}^{1} f_r(x) F_o(x) \, dx \]  \hspace{1cm} (43) \\
\[ \text{MAR} = \int_{0}^{2} f_r(x) F_o(x) \, dx \]  \hspace{1cm} (44)

where \( F_o(x) \) is the CDF of variable deadband. In the equation 41 to 44, numerical probability distribution and density vector should be used for F and f respectively.

### 4.6 Optimization through Genetic Algorithm

The multi-objective and evolutionary algorithms can be considered for designing the optimal alarm system. Genetic Algorithm (GA) is one of the well-known meta-heuristics algorithms to find solutions to optimization problems. The first step in GA is to generate an initial population of random solutions. The next step is the selection operation, in which two or more solutions are selected from the current population using a selection function. Afterwards, crossover operation is performed on these solutions to generate new solutions. Then the new solutions are mutated with a given mutation probability.

In this approach, the input variables (number of sample alarm in both normal and abnormal measurements \((n, m)\), the width of sample window and alpha in VTAS) are assumed as genotype and the phenotype will be the probability of false alarm, probability of missed alarm and average alarm detection. The distributions of inputs obey uniform function where \(n\) and \(m\) have the low value of one and high value of twenty. The alpha parameter has the range of twenty to thirty. Moreover, window length has the range of twenty to hundred. Top genes with lowest cost in each generation is chosen as the input of crossover function to generate next population. Meanwhile, the mutation function generate new random genes and add them to next population. This procedure will be repeated for a certain number of iterations to achieve optimal value (lowest cost) [30].

In the optimization, forty population is considered and in each generation; the rate of mutation is considered thirty five percent, the rate of single point crossover is considered fifty percent and the rate of recombination is considered fifteen percent.

Alarm system design, alarm delay and AAD depends on some alarm samples \((n - m)\) and increasing \(n\) or \(m\) leads to increase in the AAD value. Also, regardless of the effect of \(\alpha\) and \(w\) on MAR and FAR, in most cases, increasing the number of alarm samples \(n, m\) leads to decreasing the MAR and FAR values. To make a trade-off between optimization of AAD, MAR and FAR, the weighted-sum cost function can be used as (45) [15]. Note that the analytic expressions of MAR, FAR and AAD related to \(n\) and \(m\) have been derived from [53].

\[
J(\alpha, w, n, m) = \omega_1 \frac{\text{FAR}}{\text{RFAR}} + \omega_2 \frac{\text{MAR}}{\text{RMAR}} + \omega_3 \frac{\text{AAD}}{\text{RAAD}} 
\]  \hspace{1cm} (45)

where RFAR, RMAR, and RAAD are the requirements of FAR, MAR, and AAD, respectively. Note that, because of various delay in \(n-m\) sample alarm delay, AAD is divided into two parts \(AAD_n\) and \(AAD_m\) for \(n\) and \(m\) sample of delay, respectively. Depending on the practice situation, the importance of each FAR, MAR and AAD can be weighted via \(\omega_1, \omega_2, \omega_3\) and \(\omega_4\), respectively. The introduced weight can be chosen differently depending on the application. For example, if in the hypothetical industrial system, delay reduction is the most important issue and MAR has priority over FAR, the weights of cost function \(J(\alpha, w, m, n)\) should be considered as \(\omega_1 < \omega_2 < \omega_3 = \omega_4\). As a result of GA optimization, the optimal value of “number of alarm samples \((n, m)\)”, “alpha coefficient of adaptive threshold” and “window size of adaptive threshold” can be achieved. In other words, the aim of optimization problem can be written as follows:

\[
(\alpha, w, n, m) = \arg \min J(\alpha, w, n, m) 
\]  \hspace{1cm} (46)

In the following, the effectiveness of the proposed penalty scenario and GA optimization is illustrated with some industrial case study measurements.

### 5 Numerical Results

In this section, three numerical examples are provided to illustrate the capabilities of Semi-Markov based solution and compare the effectiveness of proposed method with other published research.
5.1 Example 2: Measurements with Weibull Distribution

In previous sections, an example of measurements with piecewise white Gaussian random distribution was investigated, and this example is given to show the effectiveness of the proposed method in non-Gaussian random distribution. For this reason, the Weibull distribution is considered with the following expression. It is assumed that the length of generated data is 200 in which measurements from 0 to 100 obey $F_{\text{normal}}$ and measurements from 101 to 200 follow $F_{\text{abnormal}}$.

\[
F_{\text{normal}}(x) = 1 - e^{-\left(\frac{x}{A}\right)^B}, \quad A = 1, B = 1.3
\]

\[
F_{\text{abnormal}}(x) = 1 - e^{-\left(\frac{x}{A}\right)^B}, \quad A = 5, B = 2
\]

(47)

The pdf curves of both normal and abnormal hypothetical measurements are illustrated in Fig. 12.

Fig. 12. Probability density functions of both normal (red) and abnormal (green) measurements (Weibull distribution)

Table 3 shows the computed MAR and FAR through Monte Carlo Simulation, the proposed method, and simple Markov solution respectively. As can be seen in this table, results of the proposed method and Monte Carlo simulation are same. However, there are two ways to use simple Markov solution; I) computed mean and variance of normal and abnormal measurements and using analytical normal distribution expression or II) using numerical pdf estimation. The results of simple Markov-based solutions are inexact for this example because of the non-Gaussian behavior of measurements.

<table>
<thead>
<tr>
<th>Performance Ind./Method</th>
<th>Monte Carlo (1e06 Iteration)</th>
<th>Proposed Solution</th>
<th>Markov (Using Normal pdf)</th>
<th>Markov (Using Estimated pdf)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Variance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAR</td>
<td>0.0852</td>
<td>7.8019e-4</td>
<td>0.0852</td>
<td>0.1371</td>
</tr>
<tr>
<td>FAR</td>
<td>0.1478</td>
<td>1.2643e-3</td>
<td>0.1478</td>
<td>0.1371</td>
</tr>
</tbody>
</table>

5.2 Example 3: Measurements with Gaussian Distribution

This example is taken from [18] in which the hypothetically generated measurements $x(t)$ is as a “piecewise white Gaussian random variable” with imprecise mean and variance as (48). The sample rate of random number generation is one second and $x(t)$ is shown in Fig. 13.
\[
x(t) = \begin{cases} 
N(\mu, \sigma) & \mu = U(0.2, 0.3) \\
& \sigma = U(1.5, 1.6) \quad t < 2000 \\
N(\mu, \sigma) & \mu = U(1.2, 1.5) \\
& \sigma = U(1.5, 1.6) \quad t \geq 2000
\end{cases}
\]

where U denotes random variables with uniform distributions.

In this example, the static distributions of hypothetical measurements are partially known and imprecise because \(x(t)\) has the mixture of epistemic and aleatory uncertainties. As can be seen in Fig. 13, this is a challenging example for simple threshold decision making. However, by the use of Exponential Weighted Moving Average (EWMA) filter with one sample delay and weight coefficient of 0.05 \([1]\), Fig. 14 can be obtained from Fig. 13.

![Fig. 13. Random number generated based on (48) \([18]\)](image)

![Fig. 14. Random number generated based on (48) after using EWMA filter with adaptive threshold (alpha = 0.5, window size = 100)](image)

It is clear that the use of EWMA filter eases the decision-making procedure and improve both MAR and FAR. It is evident that this paper follows a systematic way for MAR and FAR computation. Therefore, in such kind of examples where the use of filtering is needed, it is suggested to use additional theorem like \([14]\) besides our proposed method.

Table 4 provides a comparison result in performance indices (MAR and FAR) between variable threshold and other existing methods such as simple threshold and EWMA alarm system \([1]\), evidence-based alarm system \([18]\), and 3-order moving average filter (3OMAF) \([18]\), 3-sample alarm delay timer (3SADT) \([7]\). According to these results, the evidence-based alarm system has better performance indices than other methods. However, the VTAS has a better result than the simple threshold alarm system.
TABLE 4  
**Comparative Results of Performance Indices Between Variable Threshold and Evidence Based Alarm System**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MAR</td>
<td>0.3519</td>
<td>0.0437</td>
<td>0.0518</td>
<td>0.0582</td>
<td>0.2470</td>
</tr>
<tr>
<td>FAR</td>
<td>0.3806</td>
<td>0.0447</td>
<td>0.0241</td>
<td>0.0429</td>
<td>0.2926</td>
</tr>
</tbody>
</table>

5.3 *Industrial Implementation: V94-2 Gas Turbine*

Fig. 15 depicts the schematic of a typical gas turbine which is a well-known and widely used for electricity production in the industrial power plants. In this turbine air from air intake enters the system and then compressed by the compressor unit to reach a certain level of high-pressure air. Having injected the high-pressure air into the combustor, it will be mixed with fuel that generates a flow of high-pressure combustion gas. This flow causes the coupled shaft rotation and consequently electricity generation through an electrical generator. The heated gases can exit from the exhaust to be wasted or used in the second or third rounds [23]. As an experimental research work, the proposed VTAS has been implemented for a V94-2 gas turbine [54, 23] of Fars power plant, Iran. In this turbine, alarm system collaborates with measurements of 108 sensors, which is embedded into the system. Measurements of vibration sensor as a challenging data is considered to show the effectiveness of the proposed method.

![Simple Gas Turbine Diagram](image)

Fig. 15. Simple Gas Turbine Diagram

Fig. 16 illustrates the output signal of vibration sensor in which blue color of the curve shows the abnormal condition (before systems overhaul) and green color of the curve depicts the normal condition (after systems overhaul). In this figure, designed adaptive threshold is delineated with red color. Note that the abnormal condition of measurements is related to the compressor fault of the mentioned turbine. The unit for the vibration signal is millimeter per second (mm/s) and the range of variation in normal condition would be from 0.75 to 0.85 mm/s. It is assumed that there is no very-short-duration intermittent type fault in the system. Thus, the observed spikes in normal signal (Green) are not considered as abnormal event or condition. They can be an intermittent fault, a high amplitude noise or a disturbance. However, even if those spikes are abnormal, based on our assumption we have to ignore them.
In Fig. 17, probability density function of measurements in normal/abnormal conditions and designed adaptive threshold are illustrated by green, blue and red color respectively. This figure shows the estimated probability density function of variable/adaptive threshold follows similar pattern as the probability density function of normal data as can be expected.

Table 5 depicts comparative results of performance evaluation of variable threshold and simple threshold alarm systems. As can be seen the rate of missed alarm decreases by the use of simple threshold with deadband. Moreover, the rate of false alarm increases in the variable threshold system. However, variable threshold system can reduce MAR better than the others.

According to GA optimization section, different requirements lead to various results of optimization. In other words, based on our priority and determined cost function coefficients, different values for VTAS will be obtained. Table 6 is given to illustrate different situations in GA and its results. For example, in the first result, it is assumed that there is no sample delay, and VTAS parameters (width of window) is obtained with lowest possible performance indices. As seen in Table 6, when the use of sample delay is allowed, the value of AAD will be increased, and both MAR and FAR will be decreased as expected.
It is obvious that presence of different faults in a system has different signs and effects on its measurements. In other words, the presence of a fault has a significant effect on some measures and a small effect on the other ones. So alarm prioritization could be necessary for these systems [55]. In the aforementioned gas turbine, for compressor fault, a prioritization algorithm has been used in which 108 sensors’ measurements of gas turbine is sorted based on their MAR, FAR, and the average of both MAR and FAR.

Fig. 18 shows the top 20 sorted sensors based on MAR, FAR and combined MAR and FAR, respectively. The horizontal axes of these charts stand for priority number, and the vertical axes of them show the sensor number. As an example, in this figure, sensor 86 has top priority based on its MAR and FAR. It means that this sensor has the lowest correlation between normal and abnormal measurements, and achieved the highest priority in compressor fault detection or alarm. Note that, in this prioritization, the adaptive threshold is considered, and similarly these results can be easily generated for other thresholding method and other faults of the turbine.

6 CAPABILITIES AND WEAK POINTS OF THE INTRODUCED SOLUTION

In this section, the main contributions of the proposed method are discussed, and also the weak points of the solution with guidelines to overcome are suggested.

6.1 Proposed Method and its Capabilities

The proposed method has the following capabilities:
1) In this paper, adaptive threshold with and without adaptive deadband has been introduced with a unique methodology for performance assessment, which enables alarm system designers to use this type of thresholding in a system with complicated and dynamic behavior where simple threshold does not work appropriately.

2) The proposed method is based on a semi-Markov process that has a potential to consider systems with non-Gaussian distribution and non-IID behavior. Also, Markov model of n-sample delay can be constructed with less state by the use of SMP theorem.

3) In this paper, the proposed method is combined with GA to tune VTAS parameters and minimize its outcomes such as MAR, FAR, and AAD in a presence of n-sample delay filter. Moreover, other performance indices such as chattering index and sensitivity can be added to the optimization problem in future research works.

4) The prioritization introduced in this paper is a useful and simple measure that can be applied in industrial cases.

6.2 Limitation of the Proposed Method

The proposed method faced the following constraints. We aim to resolve all these contraints in our future works.

1) As seen in example 3, the VTAS faces a challenge to separate the normal and abnormal measurements to reduce FAR and MAR. However, by the use of EWMA filter, this problem can be solved.

2) The proposed method addressed the univariate solution of VTAS and it can be extended for multivariate VTAS in the future.

7 CONCLUSION AND FUTURE WORKS

Variable threshold adaptive alarm systems are widely used in many industries to reduce alarm nuisance. Performance assessment of such an alarm system is a challenging task and we mention that in the literature there is lack of approaches for performance evaluation of VTAS. In this study, two most important performance indices for VTAS such as the rate of missed and false alarm was introduced first. Subsequently, modeling capability of PAND gate has been utilized for the unique and systematic modeling of MAR and FAR. Analytical SMP-based and numerical solutions have been proposed for the evaluation of the MAR and FAR models, which is extendable for different kind of VTAS with and without simple and variable deadbands. Performance evaluation of alarm systems with non-Gaussian characteristic was provided through the use of the semi-Markov process. Furthermore, this study combines the proposed methodology with a genetic algorithm to obtain an optimal selection of parameters. Three numerical examples were provided to depict the effectiveness and capabilities of the proposed method and to compare the results with related research works. The proposed method was also applied to a practical system such as V94-2 Gas turbine.

In the current study we consider univariate VTAS and assumed the measurements as Independent and Identically Distributed (IID). In the future, we have the plan to perform further research to extend this work for multivariate or non-IID VTAS. In this study optimization has been built based on MAR, FAR and AAD in the variety of n-samples of delay-timer, and parameters of adaptive threshold system. In the future, other factors such as chattering index and sensitivity can be considered as optimization goal in addition to other used performance indices.
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