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Abstract 

Muhammad Ibn-Umar Adeka 

CRYPTOGRAPHY AND COMPUTER COMMUNICATIONS SECURITY 

Extending the Human Security Perimeter through a Web of Trust 

Keywords 

Human Factor; Cryptology; Cybersecurity; Communication; Risk; Authentication; 

Security Perimeter; Web of Trust; Secret Sharing; Cloud Data Repository 

This work modifies Shamirôs algorithm by sharing a random key that is used to lock 

up the secret data; as against sharing the data itself. This is significant in cloud 

computing, especially with homomorphic encryption.  Using web design, the resultant 

scheme practically globalises secret sharing with authentications and inherent 

secondary applications. The work aims at improving cybersecurity via a joint 

exploitation of human factors and technology; a human-centred cybersecurity design 

as opposed to technology-centred. The completed functional scheme is tagged 

CDRSAS.  

The literature on secret sharing schemes is reviewed together with the concepts of 

human factors, trust, cyberspace/cryptology and an analysis on a 3-factor security 

assessment process. This is followed by the relevance of passwords within the 

context of human factors. The main research design/implementation and system 

performance are analysed, together with a proposal for a new antidote against 419 

fraudsters. Two twin equations were invented in the investigation process; a pair 

each for secret sharing and a risk-centred security assessment technique. 

The building blocks/software used for the CDRSAS include Shamirôs algorithm, MD5, 

HTML5, PHP, Java, Servlets, JSP, Javascript, MySQL, JQuery, CSS, MATLAB, MS 

Excel, MS Visio, and Photoshop. The codes are developed in Eclipse IDE, and the 

Java-based system runs on Tomcat and Apache, using XAMPP Server. Its code 

units have passed JUnit tests. The system compares favourably with SSSS. 

Defeating socio-cryptanalysis in cyberspace requires strategies that are centred on 

human trust, trust-related human attributes, and technology. The PhD research is 

completed but there is scope for future work.  
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Chapter 1 

 

Introduction 

 
Computer communication or computer-mediated communication is defined as 

ñany communicative transaction that occurs through the use of two or more 

networked computersò [6]. The latest global estimate of Internet users as at 30th 

June 2016 is 3,631,124,813 users [7]. Given the estimated human population of 

7,340,094,096, Internet users account for 49.47% of the total population; 

approximately half of the global population. The number of computers 

connected to the Internet at any given time varies; a rough estimate shows an 

average of 605.6 million computers on the Internet worldwide [8].  

 

While IPv4 (Internet Protocol Version 4) uses 32 bits for an IP address on the 

net, and can therefore support 232 (4,294,967,296) addresses, IPv6 uses 128-

bit addresses, so the new address space would have a capacity for 2128 

(approximately 340 undecillion [9] or 3.4×1038) addresses. Both versions of IP 

addresses are currently in use; with IPv4 transiting to IPv6. Based on these 

statistics, it is clear that the Internet is virtually everywhere, and has proved 

indispensable in virtually all fields of human activities; including 

research/academic activities, military, medical, finance, economy and 

administration. This yields the practical definition of Computer Communications.  

 

With the above realities in mind within the context of a glaring possibility that, for 

a foreseeable future, human technological advancement will be computer-

based, cybersecurity in forms of its computers, the network as well as its stored 

and transmitted data is already a matter of great concern to every human. 

 

Using a technology-centred cybersecurity mechanism, it has been discovered 

that the state of insecurity in a cyber network is directly proportional to its 

complexity; i.e., the more complex a cyber network is, the more insecure it 

becomes [10]. This 6-chapter Thesis explores the possibility of a people-centred 

cybersecurity design, focusing on trust-centred human attributes that could be 

used to gauge trustworthiness in trustees. The exploration was conducted 
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within the framework of trusted secret sharing, cryptography and a secure cyber 

network.  

 

This chapter will briefly cover the study background, motivation and statement 

of the research problem, the research aims and objectives, the scope of the 

research, research philosophy, importance and contributions of the research, 

and closes with the layout of the entire Thesis. 

 

1.1 Study Background 

 

Ross [11] noted that ñOut of the crooked timber of humanity, no straight thing 

was ever made.ò Thus, in a situation that is akin to the disruptions/destructions 

by highway robbers and sea pirates, both the wired and wireless information 

super-highways are also permeated by sundry criminals. These exploit both 

human factors and technological tools to perpetrate various forms of crimes. A 

computer crime, or cybercrime, refers to any crime that involves a computer and 

a network [12]. The computer may have been used in the commission of a 

crime, or it may be the target [13]. Net crime, on the other hand, refers to a 

criminal exploitation of the Internet [14]. Distributed Denial of Services (DDoS) 

attacks are considered as the most potent/disruptive of cyberattacks [15]. 

Further details on the state of cyber threat landscape are in Section 2.6 [16].  

 

In an attempt to draw requisite attention to the growing threats to global 

cybersecurity, the ITUôs Global Cybersecurity Agenda (GCA) noted that 

Information and Communication Technologies (ICTs) have become an integral 

part of the information society since ICT networks are regarded as part of basic 

national infrastructure [17]. As global reliance on ICTs grows, so does 

vulnerability to attacks on critical infrastructure through cyberspace. Kevin 

Mitnick [18] believes that hacking is best accomplished by using a combination 

of technical and nontechnical means (social engineering; exploitation of human 

factors) [19-21]. Since the analysis of the threats reveals a combination of 

technical and nontechnical means of cyberattacks, defensive strategies ought to 

reflect this mixture as well. While procedural measures and social engineering 

will counter nontechnical attack approaches, cryptography becomes handy as a 

tool for technical cyber defence. 
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Evidence abound to show that the global community is reasonably aware of the 

threats posed by cyberattacks. This is demonstrated by the various cyber 

defence measures in the offing at local, regional and global levels. In January 

2002, the UN General Assembly endorsed a proposal for a global summit on 

ICT related issues, with the International Telecommunications Union (ITU) as 

the lead agency. Consequently, the ITU organised the event, which included the 

participation of more than 50 heads of states and many international, regional 

and national organisations. This resulted in the World Summit on Information 

Society (WSIS) [22], which was held in 2 phases; in Geneva (December 2003) 

and Tunis (November 2005). One of the chief aims of the WSIS was to bridge 

the global digital divide separating rich countries from poor countries, by 

spreading access to the Internet in the developing world. The conferences 

established 17th May as World Information Society Day (WISD). 

 

As a follow up to the Tunis phase of the World Summit on Information Society 

(WSIS) (2005)  [22], the ITU launched the Global Cybersecurity Agenda (GCA) 

in 2007, as a framework for international cooperation aimed at enhancing 

confidence and security in the information society [17]. Its main objective is to 

promote a Global Culture of Cybersecurity (GCC), taking into account all the 

different actors from divergent sectors in the information society, as illustrated in 

Table 1.1. This leads to the motivation for this research and the statement of the 

research problem; the research question. 
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Table 1.1.  ITU framework for a global culture of cybersecurity [22]  

 Area of Cybersecurity 
Requirement 

Professional Responsibility 

 
1. 

 
Political Culture of 
Cybersecurity 

 
Legislatures, Executives, Stakeholders, é 

 
2. 

 
Legal Culture of Cybersecurity 

The court, Judge, Prosecutor, Attorney, 
Regulator, Law Enforcement, é 

 
3. 

Economic & Managerial 
Culture of Cybersecurity 

Auditors, Executive Manager, Production 
Manager,  Human Resources Manager, CIO, 
CISO, ... 

 
4. 

Technical Culture of 
Cybersecurity 

System, Network Engineer, System 
Administrator, Software Developer, é 

5. Social Culture of Cybersecurity Not assigned to any professional group due to 
lack of requisite appreciation of its significance 
by the ITU 

 

 

1.2 Motivation and Statement of the Research Problem 

While highlighting the trend in the incidence of network insecurity within a spate 

of about three years, Schneier  concluded that computer security is not a 

problem that technology can solve [10]. Security solutions have a technological 

component, but security is fundamentally a people problem. On the other hand, 

Ferguson [23] agrees that a security system cannot be stronger than its 

weakest link, while Hadnagy [24] is of the view that the biggest security 

weakness is the human infrastructure. Similarly, Mitnick [18] concludes that ñthe 

human factor is truly securityôs weakest link.ò Thus, in line with Kesslerôs 

position that, ñif you know the enemy and know yourself your victory will not 

stand in doubt;éò [25]  and, ñif you know the enemy and know yourself you 

need not fear the results of a hundred battles,ò as expounded by Sun Tzu [26], it 

implies that an effective security arrangement, of any kind, is infeasible without 

the security engineer taking into cognisance relevant human factors, which are 

the main vulnerabilities usually exploited by the attackers. 

 

Most existing security arrangements seem to underplay the significance of 

human factors (social engineering) in cyber defence. Examples include the 

ITUôs GCC design in Table 1.1 which fails to assign the responsibility for the 

social culture of cyber-security to any group of professionals. This 

underestimation of the significance of social engineering input in cyber defence 



5 

 

is also indicative of the current UK NCSP which allocated only one percent of 

the £650 million earmarked for cybersecurity, from 2011-2015 to education [27].  

 

The apparent lack of requisite attention on the social/nontechnical aspect of 

cyber defence, in both past and present efforts, inspired the conduct of this 

research in the chosen topic of óCryptography and Computer Communications 

Security: Extending the Human Security Perimeter through a Web of Trust.ô 

This research was carried out within the framework of trusted secret sharing, 

cryptography and a secure cyber network; it adapted a technological scheme 

combined with the human factor of trust, using a secure web environment, in an 

effort to enhance cybersecurity. This aimed at increasing or expanding the 

security perimeter relative to human trust in an effort to answer the main 

research question: óSolving for insecurity in computer networks; is it a 

technology-centred or human-centred problem?ô Consequently, the research 

addressed the above question as broken down into the following components: 

  

× What is security engineering? 

× What are the nature and scope of contemporary cyber threats? 

× What are the security challenges in countering the prevalent and 

foreseeable cyber threats? 

× What is the context of cryptography in cybersecurity? 

× Technology versus social engineering; what are their relative weights in 

cybersecurity? 

× In a human-centred cybersecurity design, what are the most critical human 

factors that could be used to gauge trustworthiness in an interpersonal 

human relationship? 

× How can technology be combined with trust-centred human factors in an 

effort to improve cybersecurity? 

× Aside from theoretical analysis, would it be feasible to pragmatically 

demonstrate the synergy of technology and human trust factor in aid of 

cybersecurity?  

 

Next are the aim and objectives of the research effort in order to answer the 

above research questions. 
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1.3 Aim and Objectives 

The primary aim of this study was to find a way of devising a new or adapted 

technological scheme that would combine the capabilities of technology with the 

human factor of trustworthiness in an effort to enhance cybersecurity. This was 

designed to increase or expand the human trust security perimeter. In order to 

achieve this aim, it was broken down into the following specific objectives:  

 

× Situate a pragmatic context of security engineering. 

× Clearly, determine the nature and scope of the threats to cyber-security in 

the contemporary world. 

× Highlight the major challenges in cyber-security and identify the weakest 

link of the cybersecurity system. 

× Bring out the relative contributions of technological and human factor 

considerations, in relation to the effectiveness of cybersecurity.  

× Design or adapt a technological scheme that could combine the 

capabilities of technology with trust-centred human attributes to enhance 

cybersecurity. 

× Using the research findings, demonstrate, pragmatically, a new scheme 

that combines a scientific technology with the human factor of trust and 

show how the synergy enhances cybersecurity. 

× Suggest or work out ways and means through which the Third World 

environment, especially Nigeria, could benefit optimally from the research 

work. 

 

In order to fulfil the above aim and its resultant objectives, the scope of this 

research is defined as presented in the next section. 

 

1.4 Scope of the Research 

 

The research proposes a globalisation of a web-based practical implementation 

of secret sharing, with a focus on modifying the algorithm for Shamirôs Secret 

Sharing Scheme (SSSS), in forms of addition, subtraction and/or replacement 

of some elements. The research proposes to modify the SSSS algorithm by 

sharing a much shorter (than most secret data) randomly generated key that is 
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used to lock up the secret data; as opposed to encrypting/sharing the secret 

data itself. This would be extremely significant in cloud computing. The 

performances of the SSSS would also be compared with those of the resultant 

scheme to identify their relative strong and weak points, using appropriate 

metric parameters. This is done in an effort to resolve some of the identified 

weaknesses and unresolved questions in the (k, n) - threshold schemes. As a 

by-product, the resultant system implementation should also serve as a secure 

cloud data repository.  

 

The overall system implementation is geared towards conceptualising, planning, 

designing, developing and launching a computer-based web server that 

practically implements the combination of interaction between the human factor 

of trust and technology in an effort to improve security within the cyberspace. 

This is achieved via a form of secret sharing scheme; the (k, n)-Threshold 

algorithm, using the modified SSSS as one of the cryptographic primitives. The 

system is built up using HTML5, PHP, Java, Servlets, JSP, Javascript, MySQL, 

JQuery, and CSS. The codes are written in Eclipse IDE. These are running on 

Tomcat and Apache databases using XAMPP Server. The functioning prototype 

passes JUnit tests and has also been tested for performances and compared 

with the SSSS. There are other libraries used, which include the Database 

Connector, Joda Time, Googleôs JSON parser and Shamirôs Algorithm. The 

source code is object oriented and adheres to software engineering tools and 

principles. The success of this research effort, epitomised by a functional web-

based prototype, should pave way for further work aimed at upgrading the 

system into a multi-functional mass operating system for public or 

organisational deployment.  

 

With the research topic in mind, shaped by the research question, motivation, 

aim/objectives and the resultant scope of the research, the appropriate research 

philosophy, methods and methodology will now be decided upon and outlined 

next. 

 1.5 Research Philosophy  

In the context of the philosophy of research, there are four main features of 

research design, which are distinct, but closely related [28]. These include: 
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× Ontology -  the researcherôs view about the real world and his/her 

assumptions about its nature; 
 

×  Epistemology ï the assumptions that the researcher makes about the 

best way to investigate the world and about reality; 

 

× Methodology ï the way the researcher puts together his/her research 

techniques in order to arrive at a coherent picture; and  

 

×  Methods and Techniques ï these relate to what the researcher 

actually does in order to collect his data and carry out his investigations. 

 

It is required that all of the above four research principles must be coherent and 

consistent in order to be able to create a viable research design. These 

principles remain the same, regardless of whether one engages in a scientific 

research in a laboratory or one sends out a customer questionnaire [28]. 

According to Easterby-Smith et al. [28], there are four main schools of ontology 

(how reality is constructed), as summarised in Table 1.3. 

 
Table 1.3. The four schools of ontology and the summaries of their conclusions 
[28] 
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In addition to the guidance from the research philosophy, there are also 

different epistemological approaches within the social sciences; i.e., the way in 

which the researcher chooses to investigate the world. The two main 

approaches are Positivism and Social Constructionism [28]: 

× A Positivist posits that the best way to investigate the world is via 

objective methods, such as observations in a laboratory. Thus, positivism is in 

tune with realist ontology. 

 

× A Social Constructionist believes that reality does not exist by itself. 

Rather, it is constructed and given meaning by people. Thus, the focus is on 

feelings, beliefs and thoughts, as well as how people communicate these 

attributes. Hence, Social Constructionism fits better with relativist ontology. 

 

These philosophical approaches, both ontological and epistemological, are 

valid. There are many renowned researchers working in all of these traditions 

and schools. There are others who draw on multiple approaches depending on 

what they are investigating [29, 30]. The important thing is that the research 

should be internally systematic and consistent. If a researcher adopts the Social 

Constructionist approach within relativist ontology, the research would need to 

involve conversations; since mere observation of people ódoing what they doô 

would not produce the results that would be required to answer the research 

questions. 

 

From the conclusion in the previous paragraph, it would necessitate that the 

chosen ontology and epistemology have implications on methodology. Thus, 

Realists tend to use a positivist epistemology. They start with hypotheses, and 

then gather facts through experiments, with a view to proving or disproving their 

hypotheses, and thereby confirming, or otherwise, their theory. Clinical trials for 

new drugs or treatments are good examples of Realist/Positivist research. On 

the other hand, Relativists tend to take a Social Constructionist view. They start 

with questions, and then use case studies and surveys to gather both words 

(views) and numbers, which they compare in order to generate theories. Thus, 

Social Constructionist approaches tend to draw on qualitative sources of data, 

while Positivist approaches are inclined to quantitative data.  
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A researcher may choose to use primary or secondary data for studies, and 

also combine both quantitative (quantities and numbers) and qualitative (nature, 

using descriptive words) techniques. Both have their advantages and 

disadvantages, hence, the wisdom of most researchers in combining the two 

approaches, leading to what is called Mixed Methods Research [29, 30]. 

 

1.5.1 Pragmatism and Mixed Methods Research Approaches 

 

Mixed Methods Research is a methodology for conducting research which 

involves the integration of quantitative and qualitative research methods, 

techniques, approaches, concepts or language in a single study [29, 30].  From 

the philosophical point of view, mixed research uses the pragmatic method and 

system of philosophy. The logic of inquiry for mixed methods includes the use of 

induction (discovery of patterns), deduction (testing of theories and hypotheses) 

and abduction (uncovering and relying on the best of a set of explanations for 

understanding the results). Mixed Methods Research permits the use of multiple 

approaches to answer the research questions, as opposed to restricting or 

constraining researchers' choices; i.e., it rejects dogmatism [29, 30].  This 

naturally leads to the perception that Pragmatic Research is the philosophical 

partner for Mixed Methods Research [31, 32]. The term pragmatic, as the 

opposite of idealistic, describes a philosophy of "doing what works best" [33]. 

From its etymology in Greek (pragma; deed), the word has historically 

described philosophers and politicians who were more interested in the real-

world application of ideas as opposed to abstract notions. Pragmatism takes an 

explicitly value-oriented approach to research. 

 

1.5.2 Research Methodology 

 

From the primary research question or statement of the research problem 

(Solving for insecurity in computer networks: is it a technology-centred or 

human-centred problem?) and the aim of this research effort, it is obvious that 

the concepts of human factors and trust among humans must interplay within a 

technological setting in order to arrive at a value-oriented research outcome. 

This is essentially a social science oriented investigation in a technological 
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science environment; i.e., using technological tools. Thus, it seems that a 

Relativist/Social Constructionist approach would be at home with this research; 

without being able to do away with the Realist/Positivist research completely. 

Hence, the study adopted the Pragmatic Research approach; using Mixed 

Methods research with the integration of both Qualitative and Quantitative 

research techniques. 

 

In most cases, secondary data were sourced from published and unpublished 

materials such as books, journals, newspapers, seminars, Internet, live 

telecasts, conference papers and other earlier research works. A technological 

system that could combine the capabilities of technology with human trust to 

enhance cybersecurity was adapted from the SSSS {the (k, n)-Threshold secret 

sharing algorithm} and applied using other cryptographic 

primitives/mathematical concepts via a web design implementation. The 

landmark results are as recorded by the web-based system tagged Cloud Data 

Repository Secure Access Scheme (CDRSAS) in Chapter 4. Further details on 

the web design and implementation concepts are in Section 4.1, while the 

comparative performances of the CDRSAS and the Shamirôs algorithm are 

presented in Section 4.10.  

 

Two surveys were conducted; both employed questionnaires and structured 

interviews, with an examination of official documents from government 

agencies. The first survey was designed to assess the level of awareness on 

password security by Internet users in Africa, using Nigeria as a case study; the 

questionnaire for this is attached as Appendix 2. The results showed that 

employees among the junior staff were generally more security-conscious than 

their senior counterparts. Since the senior staff is administratively in charge of 

organisations, this finding would significantly affect the measure of assurance in 

computer networks negatively; i.e., the degree of trust to be placed on the 

network system is reduced. The second survey aimed at appreciating the state 

of cyber insecurity and establishing some statistics on the use of GSM mobile 

phones in Nigeria, as it concerns roaming of services. This survey established 

that the overall effect of GSM roaming on location-based authentication is 

negligible. This would engender greater trust and confidence in cyber networks; 

i.e., by improving cybersecurity as a result of minimising the negative impacts of 
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419-ners (advance-fee fraud stars).  It was part of the data obtained from this 

survey that facilitated the proposal in Chapter 5; the questionnaire for this is 

attached as Appendix 3. 

 

Having decided on the research setting as outlined above, there are needs to 

both preview and review the significance and possible contributions of this 

research outcomes to human civilisation. This is presented in the next section.  

   

1.6 Importance and Contributions of the Research 

 

In general terms, it is optimistic that the outcome of this study would be of great 

benefit to governments, corporate organisations and individuals who have one 

thing or the other to do with the ICT industry. The work is also aimed at 

stimulating interest in this subject area among the upcoming generation of 

engineers in the developing countries, especially Nigeria. In specific terms, the 

results attained in this work have uncovered many areas of new knowledge. As 

projected in the research outline plan, the main novelties that have been 

accomplished relate to modifications, in form of additions and replacement of 

some elements, in the SSSS algorithm, in an effort to resolve some of the 

identified weaknesses in the (k, n)- threshold schemes. The contributions are in 

two categories: namely, key contributions and contributions relating to the 

general research work.  All these are highlighted hereunder. 

1.6.1 Key Contributions 

 

× The CDRSAS-PT has modified the SSSS algorithm by sharing a much 

shorter (than most secret data) randomly generated key that is used to lock up 

the secret data; as opposed to encrypting/sharing the secret data itself. This 

would be extremely significant in cloud computing, especially if homomorphic 

encryption becomes a reality. In a nutshell, it costs more in terms of bandwidth 

and delay in a typical communication link to encrypt the data and share the 

resulting information among servers (as done in SSSS) compared to sharing 

the keys only (as proposed in the CDRSAS). Theoretically, the strong points of 

this modification are demonstrated in Section 4.10, using four QoS metric 
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parameters; namely, server bandwidth, system scale, service capacity ratio and 

real-time performance (time delay).  

 

× Other novelties associated with the CDRSAS-PT include the following: 

 

¶ The geographical spread of participants (trustees) which is now global in 

nature as against a one-location based recombination process envisaged 

in previous secret sharing schemes. This revolution in the science of secret 

sharing is illustrated in Figure 6.2. 

¶ As a consequence of globalisation, location-based user authentication 

techniques are introduced. These are the employment of the GPS 

coordinates and SMS text mobile authentication codes; thus greatly 

enhancing the security of the system. 

¶ Inherent capability for location-based automatic mutual authentication; a 

novelty in the public civil domain. 

¶ In an effort to minimise the chances of hacking, a dynamic time window is 

introduced within which secret sharing and recombination processes must 

be accomplished. Consequently, a digital clock and timer (down counter) 

are incorporated into the system, since time restriction is among the logic 

tests in the greatly enhanced Shamirôs secret sharing algorithm. 

¶ Other long-standing unresolved issues in relation to secret sharing, which 

have now been resolved in the Cloud Data Repository Secure Access 

Scheme (CDRSAS), include the following: 

 

o Who is the Combiner;  

o Where should the recombination take place; and  

o Who is entitled to have access to the reconstructed secret? 

 

These questions have now been resolved with the designation of an 

Authorised User (non-permanent) in the scheme, to be programmed by 

the Admin for every secret sharing session, as would be dictated by 

particular circumstances. 

× It is also instructive to note that the practical implementation of a web-

based authentication secret sharing scheme, with all the complements of 

the CDRSAS, has no precedence. 
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× The risk assessment discoveries are: 

 

 

¶ Of particular significance is the ability of this study in discovering the need for 

a 3-factor (Risk, Threat and Vulnerability) based security assessments, 

contrary to the haphazard and non-systematic practice in most armed forces 

throughout the world. This discovery made it possible for the author to be the 

only person with military background whose paper made a chapter in a 

recent defence publication in Nigeria [34]. 

¶ Adekaôs Twin Risk Equations (ATREs), a by-product of the above discovery, 

facilitate an easy and pragmatic understanding of the systematic quantitative 

risk-based security assessment process (Section 2.5.1; Equations (2.28) and 

(2.29); Figure 2.9). 

¶ Adekaôs Twin Probability Equations on Secret Sharing (ATPESS) serve as 

mathematical instruments to prove that secret sharing (using a network of 

human trustees) enhances the security of the secret data under protection 

(Section 2.3.3; Equations (2.25) and (2.27); Figure 2.7). 

 

1.6.2 Contributions Relative to the General Research Work  

 

× Information warfare is a potent weapon for industrial espionage, thus 

constituting a great threat to all corporate organisations. Hence, any 

organisation that has competitors and whose operations are computerised, 

such as the Nigerian National Petroleum Corporation (NNPC), will benefit 

from the knowledge and experience acquired via this study. 

× This study has contributed to the existing body of knowledge, hence, it would 

serve as a useful reference material for future researchers; by filling literature 

gaps on the subject matter.  

× The research is of great significance because its informed proposal to use a 

combination of location-based authentication and further digitisation of GSM 

country code into smaller area codes would be an antidote to the fraudulent 

419 (advance fee fraud) crimes in Nigeria and many countries in the world.  

× The outcome of this study will be of great benefit to the Nigerian Armed 

Forces, in particular, and the nation at large. Specifically, the experience from 
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this study could be handy in streamlining the security arrangements for 

projects like the Nigerian Army Wide Area Network Infrastructure (NAWANI) 

at minimal costs. 

× The subject of Cryptography and Computer Communications Security will 

always remain indispensable, as long as technological developments remain 

computer-driven.  

×  Finally, it is hoped that this work will stimulate further research on the need 

to fully exploit the various techniques associated with the Art of Human 

Hacking in countering cyber threats/attacks. 

 

Now that it has been decided that this research effort is both viable and 

feasible, the readers of its Thesis are now provided with a preview of its 

contents as laid out in the next section. 

 

1.7 Layout of the Thesis 

The Thesis contains 6 chapters, beginning with the introduction in Chapter 1 

and ending with Conclusion in Chapter 6. Apart from Chapters 1 and 6, every 

chapter ends with a deductive section which records important deductions in the 

chapter. Similarly, apart from Chapter 6, every chapter begins with an 

unlabelled/unnumbered section which serves as an introduction to the chapter. 

Chapters 2 ï 5 are now briefly introduced in this segment, with each of the 

chapters organised as follows:  

  

× Chapter 2 deals with literature review. It covers secret sharing schemes, the 

concepts of trust and the extension of human security perimeter through a 

web of trust (an exposition on the subtitle of this Thesis). It also discusses the 

concept of security and the military security assessment process, a 3-factor 

security assessment process (risk-centred security assessment technique) 

and analysis/synthesis. This is followed by the concepts of cyber/cyberspace 

with its threat landscape and national cyber threats/vulnerabilities. The 

chapter ends with highlights on cryptography/cryptanalysis and social 

engineering before deductions. 

× Chapter 3 focuses on passwords and password security purgatory, with an 

analytical presentation on a password survey, designed to estimate the level 
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of awareness on passwords by Internet users in Africa, using Nigeria as a 

case study.  

 

× Chapter 4 discusses the Cloud Data Repository Secure Access Scheme 

(CDRSAS), which is a web-based authentication scheme. It is primarily 

designed to implement the sharing, distribution and reconstruction of a 

sensitive secret data. This is carried out in a secure web environment, 

globally. Though primarily designed as a secret-sharing system, it could be 

adapted to serve as a cloud data repository and secure data communication 

system. This chapter highlights the web design concept, the 

design/development and presents its performance characteristics with 

practical results; with identified areas of novelties. The performances are 

compared with the Shamirôs algorithm to identify possible areas of 

improvements and deficiencies, with a projection for future work. 

× Encouraged by the results in Chapter 4, Chapter 5 exploits the inherent 

security enhancement characteristics of various location-based 

authentication techniques, with a focus on the role that Global Positioning 

System (GPS) could play in optimising this authentication approach. This 

would go a long way in facilitating successful socio-technological 

countermeasures against feigned-location based fraud related crimes; such 

as the 419 advance fee fraud practised in Nigeria and many countries in the 

world. This also contains a survey analysis, designed to appreciate the state 

of cyber insecurity and estimate the possible negative impact of GSM 

roaming on LBA, with encouraging results. 

× Conclusions and recommendations are covered in Chapter 6. These 

comprise of the summary of conclusions, challenges and recommendations 

for future work. This is followed by appendices. The Thesis terminates with 

the authorôs contributions.  

 

The Thesis proceeding now continues with the literature review in the next 

chapter ï Chapter 2. 
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Chapter 2 

 

Trusted Secret Sharing within the Framework of Cybersecurity 

and Cryptology 

 

This literature review begins with discussions on the theories of secret sharing 

algorithms. This covers the theoretical basis for (k, n)-Threshold schemes, a 

historical overview of Secret Sharing Schemes (SSS) globally and their 

comparative analysis. These are followed by highlights on cryptographic key 

management, focusing on key recovery schemes. The concepts of trust and the 

extension of human security perimeter through a web of trust (an exposition on 

the subtitle of this Thesis) is then treated. It also discusses the concept of 

security and the military security assessment process, an examination of a 3-

factor security assessment process (risk-centred security assessment 

technique) and analysis/synthesis. These are followed by the concepts of cyber 

and cyberspace with its threat landscape, as well as national cyber threats and 

vulnerabilities. The chapter ends with highlights on cryptography/cryptanalysis 

and social engineering before deductions. 

 

2.1 Requisite Theoretical Background on Secret Sharing Schemes 

 

This section deals with the theoretical basis for SSSS, an overview of Secret 

Sharing Schemes (SSS) globally and cryptographic key management with 

highlights on key recovery schemes. 

 

2.1.1  The Theoretical Basis for the (k, n)-Threshold Schemes 

 

In cryptography, secret sharing is a method by which a given secret is 

distributed among a set of participants (trustees), each of whom is given only a 

share of the secret. Reconstruction of the secret would only be possible when 

all the participants or a stringently defined minimum subset of participants 

(access structure or authorised set) pool their shares together. In other words, 

both individual shares and any number of shares less than the authorised set 

are of no use on their own. Thus, generally, the access structure of a (k, n)-
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threshold scheme normally partitions the set of all subsets of participants into 

authorised sets who can recover the secret and unauthorised sets who cannot; 

some schemes feature an intermediate third class of subsets, who are neither 

authorised nor unauthorised [35-37]. The aim of the scheme is to provide tight 

control over the sensitive data and remove the single-point vulnerability.    

 

The objective of a secret sharing scheme is to make a given secret D (say 

some data, e.g., key combination) inaccessible to unauthorised persons while 

making it accessible to authorised persons when the need arises. It is assumed 

that non-mechanical solutions which could manipulate this data in the process 

are allowed [38]. The goal is to divide D into n pieces Di,é,Dn such that: 

 

× Knowledge of any k or more Di pieces makes D easily reconstructable. 

× Knowledge of any k-1 or fewer Di pieces leaves D completely 

indeterminable  (in the sense that all its possible values are equally 

likely; assumed absolute randomness). 

 

This assumption is supported by the concept of entropy in information theory. 

The entropy H, of a discrete random variable X, measures the level of 

uncertainty associated with the value of X [39, 40].  It is a key property of 

entropy that it is at a maximum when all the messages in the given message 

space have the same probability of occurrence  or most unpredictable. That is, 

p(x) = 1/n, for p(x1),...,p(xn). Thus yielding H(X) = log n. This attribute is 

illustrated by the entropy of a Bernoulli trial (Equation 2.1), a function of success 

probability, usually termed the Binary Entropy Function: 

 

() ( ) ( )pppppHb ----= 1log1log 22      (2.1) 

  
 
The entropy is maximised at 1 bit per trial when the two possible outcomes are 

equiprobable; similar to the case of an unbiased tossing of a coin. This is 

illustrated in Figure 2.1 [38]. 
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Figure 2.1. Binary entropy function Hb (p) [39] 
 
  

Threshold schemes are suitable for an environment where a group of mutually 

suspicious individuals, with conflicting interests, must work together. Since this 

cooperation might be against the individual consent of some participants, the 

veto power inherent in the system could paralyse the activities of the group. 

Hence, there is a need to be circumspect in defining the boundary of the access 

structure (selection of k) relative to the entire set of participants (n) [38, 41]; 

hence, the nomenclature (k, n)-threshold scheme. This is necessary so that a 

reasonable majority of the participants should be able to function effectively, 

and a reasonable minority should be able to block possible undesirable actions. 

This versatile cryptographic primitive has been employed in various 

applications. These include access control, electronic voting, key recovery 

mechanisms, online auctions, distributed certificate authorities, secure 

multiparty computation and protection of cryptographic keys [35, 42]. 

 

Usually, secret sharing schemes have two fundamental attributes [35, 43]; 

privacy and recoverability. That is, respectively, the unauthorised sets should 

not be allowed to know the secret and the authorised sets should be able to 

recover the secret by pooling requisite shares together. Similarly, secret sharing 

schemes have two functionalities which are usually carried out by an entity, who 

could be a neutral third party or one of the participants. The Dealer is usually 

responsible for organising the system parameters, generating the secret, 
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0 

creating the initial shares and distributing them among the participants. Next is 

the Combiner who pools requisite shares together to recombine the secret. In 

most cases, the Dealer is also the Combiner; however, one of the unanswered 

questions is the entity that should have access to the recombined secret - 

whether this should be the Dealer, a participant or an entirely different entity. 

 

Mathematical Definition 
 
The main idea behind the SSSS is based on polynomial interpolation [38]. The 

polynomials could be replaced by any other functions which are easy to 

evaluate and to interpolate. This idea is rooted in the notion that two points are 

enough to define a line, three points are required to define a quadratic 

expression, four points are required to define a cubic function and so on. In 

other words, it requires ókô points to define a polynomial of order ók-1ô [44]. 

 

Given k points in the Cartesian plane (x1, y1),...,(xk, yk) with distinct xi's, there 

is one and only one polynomial g(x) of order k-1such that g(xi) = yi for all i. 

Without losing generality, it can be assumed that the data D is a number or it 

could be made a number. In order to divide it into pieces Di, pick a 

random k - 1 degree polynomial 

 

 
1

110 ...)( -

-+++= k

k xaxaaxg      (2.2) 

 

where  Da =0 . Then evaluate: 

 

).(...,),(,...),1(1 ngDigDgD ni ===  

 
 
Using any subset of k of the Di values, the coefficients of g(x) can be found 

by interpolation, and then evaluate D = g(0). Knowledge of just k-1 of 

these values, on the other hand, is not enough to calculate D. In order to 

make this claim more precise, Shamir uses modular arithmetic; i.e., 

finite field arithmetic or arithmetic in the Galois Field [GF(p)] instead of 

real arithmetic; the set of integers modulo a prime number p forms a field 

within which interpolation can be carried out.  
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Example 1 

 
As an illustration for the (k, n)-threshold scheme [38, 44], using integer 

arithmetic rather than the GF, for simplicity, it is required to share a secret D 

where   k < n. Then randomly, choose the coefficients a1, a2, a3, é, ak-1, and let 

0aD=  and g(x) is as defined in Equation (2.2) above. Construct n points {i, f(i)}, 

for i = 1, 2, 3,é,n. Given any subset of k of these pairs, the coefficients of the 

polynomial g(x) can be determined through Lagrange interpolation, and then 

the value a0 = D, which is the secret, can be evaluated.  

 
Distribution of Shares 

 
 

Let: 
 

 

;3

;6

;1234

=

=

=

k

n

D

 

 
and the random integers are: 

 

       
.94

;166

2

1

=

=

a

a
   

 
From Equation (2.2), it follows that: 

 
 

       () 2941661234 xxxg ++=       (2.3) 

 
Now, construct 6 points from the polynomial g(x), resulting in the following 6 

pairs of secret share points: 

 

      ( )( )( )( )( )( )5614,6,4414,5,3402,4,2578,3,1942,2,1494,1  

 
Give each participant a different single share point {x and g(x)}.  
 
 
Recombination of Shares 
 
 
In order to reconstruct the secret, any 3 points are sufficient. Consider the 

following 3 points:  
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     ( ) ( ) ( ) ( ) ( ) ( )4414,5,;3402,4,;1942,2, 221100 === yxyxyx   

 
Applying Lagrange polynomial interpolation: 
 
 

( )( )( )( )2021010 xxxxxxxxl --*--=     =( )( )( )( )525424 --*-- xx

   
 

      =( )( )( )331
2

11
6

1
2 +- xx  

 
 

( )( )( )( )2120101 xxxxxxxxl --*--=   =( )( )( )( )545242 --*-- xx   

 

      =( )( )()52
31

2
1

2 --- xx  

 
 

( )( )( )( )1210202 xxxxxxxxl --*--=   =( )( )( )( )454252 --*-- xx   

 

     =( )( )( )322
3

1 22 +- x
x  

 
 
 
Recalling that: 
 
       

           (2.4) 
 
 
 
Therefore: 
 
 
    
 
 

( ) ( ) ( )3/2223/1441452/312/134023/312/116/11942 222 +-+---++-= xxxxxx    

 
 

() 2941661234 xxxg ++=  
 

 
 Recall that the secret D is the constant coefficient, thus: 
 

1234=D . 

 
 

2 

j = 0 
ễ yj l j (x) g (x) = 

2 

j = 0 
ễ yj l j (x) g (x) = 
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Example 2  

 

In a threshold scheme, a secret data (a prime number) is shared among 5 

trustees.  The key can be recovered by using any 2 shares.  Show that the 

secret can be recovered from any 2 of the following shares and hence 

determine the secret data. (Consider the use of graphical 

observation/interpolation; hence, start by plotting the points to solve the 

problem). 

 

( ) ( ) ( ) ( ) ( ).5,6;1,4;3,2;9,1;13,3 54321 -=-==-=-= SSSSS  

 

Plotting the points (Si ) as given will produce the graph in Figure 2.2. It is clear 

that any two points are sufficient to reproduce the line since all of the points 

above lie on it.  Thus, the secret data, represented by the point at which the 

graph intersects the y-axis, is clearly 7. 

 

 

Figure 2.2. Determining the secret data for a straight line graph 
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Mathematically, the above result can be verified as follows. Using the general 
formula for a line: 

 
 
y = mx + c, where m is the gradient = (change in y)/(change in x) 

between two points 

 

Take two points on the line e.g. (4, -1) and (6, -5) 

 

The gradient m is: 

 

( )( )( ) 22/446/15 -=-=----  

  

Using the point (4, -1) and substituting m = -2 into the above equation gives: 

 

()
7

421

=

+-=-

c

c
 

 

Similarly, checking with point (6, -5) gives: 

 

 

 

Again, 

7=c  

 

The equation of the line is y = -2x + 7 and holds true for all the points above and 

can be recovered from any two of the above points, using the technique 

demonstrated for (4, -1) and (6, -5). 

 

Hence, the secret data is 7. 

()
c

c

+-=

+-=-

12

625



25 

 

 

 

Example 3 

 

Given that the equation of a straight line is y = mx + c, where m represents the 

slope of the line and c represents the secret data (a prime number).  Generate 

six shares that can be used by six trustees for a threshold scheme requiring a 

minimum of two shares for key recovery. 

 

For this problem, a value should be chosen for the secret data.  Let the secret 

data = 9. Then, the equation of the line can be determined as y = -8x + 9; 

assuming the line passes through the point (1, 1).  In this case, ó9ô is fixed and ó-

8ô is chosen randomly.  Using the straight line obtained, any six share points 

can be worked out, e.g.: 

 

Share points =  ( )( )( )( )( )( )15,3,25,2,17,1,23,4,33,3,1,1 -----  

 
 

Example 4 

 

show that the following shares can recover the secret prime number when any 

three shares are used and hence determine the secret value and the degree of 

the generating polynomial. 

 

( ) ( ) ( ) ( )

( ) ( ).48,5,33,4

,22,3,12,1,18,1,40,3

65

4321

==

==-=-=

SS

SSSS

 

 

From the question, it is obvious that the threshold k = 3. Therefore, the 

generating polynomial is of degree 2; a quadratic function. Hence, to solve this 

problem, it is required to plot the points and show that the resulting curve is 

quadratic.  All quadratics require 3 points to be reconstructed uniquely.  All of 

the points above lie on this curve. Thus, any three of them can be used to 

determine the secret value; i.e., the point at which the curve intersects the y-

axis.  The corresponding plot is shown in Figure 2.3. 
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Figure 2.3. Determining the secret data for a quadratic function using 

threshold shares 

 

From Figure 2.3, the Secret number ( the point at which the graph crosses the 

y-axis) is 13. 

 
 
2.1.2 An Overview of Secret Sharing Schemes 

 

Imagine a situation where the president and his Chief of Defence Staff (CDS) 

have a different key, each, for unlocking the trigger for the nuclear missile 

launch; both of whom must be present simultaneously to launch a nuclear 

missile. The digital equivalent of this would be that both of them have a secret 

piece of information or data, and only the combination of both items of 

information would be acceptable as a working key by the launch computer. This 

scenario is referred to as secret sharing in cryptography. In addition to its use in 

warfare management as illustrated above, this cryptographic primitive has 

several other applications in real life situations. Modern cryptographic secret 

sharing, as originally attributed to Shamir [38] and Blakley [45], was initially 

designed for safeguarding keys. However, it has been applied in other areas far 

beyond this original intent. Nowadays, secret sharing is a valuable instrument in 

electronic voting [46], metering schemes [47], distributed key distribution [48] 

and secure multi-party computation [49, 50].  

 

The simplest form of secret sharing is the scheme whereby all n participants are 

required to be present before the secret could be unlocked; while the secret  
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remains hidden for any smaller group less than n. More complex secret sharing 

involves designs where a threshold number of participants must cooperate in 

order to reconstruct the secret. There are also more flexible schemes in which 

pre-defined groups of people are allowed to unlock the secret using what is 

called an access structure. Basically, secret sharing may fall into one of three 

categories [51]. These are simple secret sharing, threshold secret sharing 

schemes and linear secret sharing. 

 
 Simple Secret Sharing 

Additive Secret Sharing is an example of secret sharing schemes where all 

participants must come together or cooperate before a secret can be 

reconstructed, as illustrated in this segment. 

 

Given a secret s Í F, the dealer D selects n ï 1 random integers Á = },,{ 121 -nrrr  

uniformly from F. D then calculates  

 

ä
-

=

-=
1n

ii

in rss mod F         (2.5) 

 

D then sends each player ,ip  11 -¢¢ ni : the share ii rs =  and the share ns  is 

sent to np .  

 

The reconstruction of the secret s Í F is a trivial solution; a mere addition of all 

the shares: 

  ä
=

=
n

i

iss
1

mod F 

 

From the above, it is clear that in the additive secret sharing scheme, the secret 

can only be reconstructed, if and only if, all participants pool all their shares 

together. If one or more participants refuse to cooperate, no information about 

the original secret can be recovered. Such a scheme is referred to as a perfect 

secret sharing scheme. 
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Theorem: Perfect Secret Sharing 

A perfect secret sharing scheme is perfect in an information theoretic sense 

when the required P participants can reconstruct the secret s Í F, but any 

smaller set cannot discover anything about the secret [51, 52]. 

 

Proof 

 

Given a secret s Í F and a random uniform distribution of the shares of the 

secret among P participants, all participants are needed to reconstruct the 

secret. Imagine a situation where 1-P  participants try to reconstruct the secret 

s: 

 

 sǋ= ä
-

=

1

1

p

i

is          (2.6) 

 

If they add their respective values of shares together, they can calculate the 

value for s¡= s + s P . However, since the random value s P  is unknown, they 

have no information with which to determine the true value of the secret s [53]. 

 

Definition 1: Ideal Secret Sharing  

 

 Secret sharing schemes with information rate 1 are called idea [52, 54]. A 

scheme is said to be ideal if its share has the same length as the secret. The 

ideal property could be perceived as the efficiency of the scheme. 

 

Definition 2: Information Rate   

 

 In secret sharing, information rate as studied by Stinson [55] is a measure of 

the amount of information that participants need to keep secret. The information 

rate for a particular shareholder is the bit-size ratio {i.e., (size of the shared 

secret)/(size of that userôs share)}. As for a secret sharing scheme itself, the 

information rate is the minimum such rate for all participants [52, 56]. The 

efficiency of a secret sharing scheme is measured by its information rate.                                                                                   
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Threshold Secret Sharing Schemes 

 

Both Shamir and Blakley presented simple, but powerful, secret sharing 

schemes that allowed a k-threshold of n participants, where k ¢ n, to 

reconstruct the secret. Both solved an impractical real world problem often 

found in combinatorics texts [44]: 

 

ñEleven scientists are working on a secret project. They wish to lock 

up the documents in a cabinet so that the cabinet can be opened if 

and only if six or more of the scientists are present. What is the 

smallest number of keys to the locks each scientist must carry?ò 

 

In the real world, the number of locks on the cabinet would be () 46211

5 = , while 

the number of keys to be carried by each scientist would be () 25210

5 = .  Luckily, 

mathematics offers a much cleaner and more practical solution. In geometry, for 

instance, it is known that given two arbitrary distinct points on the circumference 

of a circle, there is no enough information to reconstruct the entire circle. 

However, given three distinct points, the entire circle can be reconstructed. 

Considering this circle as the secret, it could be seen that a simple 3-threshold 

secret sharing scheme has just been constructed. While this circle obviously 

has severe limitations, there exist other structures which can have an arbitrary 

number of points and hence an arbitrarily sized threshold. One such scheme 

was constructed by Shamir in [38, 57]. His solution used curves and 

reconstructed the secret by interpolation when a threshold of k people supplied 

their parts, as illustrated in Section 2.1.2, under Shamirôs Secret Sharing 

Scheme. Blakley [45], also invented a similar scheme which used the 

intersection of hyperplanes, as opposed to polynomial interpolation, to 

reconstruct the secret. Another secret sharing scheme, by Asmuth and Bloom 

[58], uses congruence classes to solve the secret sharing problem. The Shamir 

Secret Sharing Scheme (SSSS) is analysed in further details below.  
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Definition  

A (k,n)-threshold secret sharing scheme is a scheme which can divide a secret 

s Í F into shares Fssss n Í},...,,,{ 321  such that k ¢n, and: 

 

¶ Given any set of k or more shares ,is  s can be reconstructed. 

¶ Any set of fewer than k shares gives no information about s at all. 

 

Shamirôs Secret Sharing Scheme 

Given n participants P = },,...,,,{ 321 npppp  polynomial interpolation could be 

used to construct a (k, n)-threshold secret sharing scheme that will require a 

subset  AÌP, kA ²  in order to successfully reconstruct the secret.  

 

× Creating the Shares 

 

The dealer D first selects a secret s Í F in order to create the shares. He then 

constructs a random polynomial f(x) with a degree of k-1. 

 

1

1

2

21 ...)( -

-++++= k

k xrxrxrsxf  mod F      (2.7) 

 

subject to the following conditions: 

 

¶ The field F >n, where F is a GF(q) for some prime power q. 

¶ The secret s Í F. 

¶ The threshold k n¢ . 

¶ The coefficients }...,{ 11 -krr  are chosen independently and randomly from 

the interval [0, F). 

 

Each share is  of the secret can then be created by an evaluation of the function 

f(x). That is: 

 

 ).(...,),2(),1( 21 nfsfsfs n ===      (2.8) 
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× Example (Polynomial construction) 

 

Let F = 17, s = 4, k = 3, and r{1é kī1} ={3, 6}. The polynomial is then, as stated 

in Equation (2.7), 

 

2634)( xxxf ++= mod 17       (2.9) 

 

and some of the secret shares are: 

 

2

1 )1(6)1(34)1( ++==fs  mod 17 = 13 

2

2 )2(6)2(34)2( ++==fs  mod 17 = 0 

2

3 )3(6)3(34)3( ++==fs   mod 17 = 16    s3 = f(3) = 16      (2.10) 

2

7 )7(6)7(34)7( ++==fs  mod 17 = 13 

 

× Reconstructing the Secret 

The secret can be reconstructed using polynomial interpolation. A minimum of k 

participants, one more than the degree of the polynomial, must contribute their 

shares to the reconstruction of the polynomial. The information needed from 

each participant is a tuple consisting of his value for x and the output of the 

polynomial function on x. In other words, each participant has a tuple (x, q(x) = 

xs ). Since no two participants share the same value for x, the tuples are in 

Lagrange form, and the interpolation polynomial in the Lagrange form is defined 

as [51]: 

 

 Ôä
¸

== -

-
=
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j ji
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i

i
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xqzL

,

11

.)()(  mod F          (2.11) 

 

Since own interested is only in the first value, s, Equation (2.11) can be 

simplified by setting z = 0 
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Equation (2.12) can be generalised a bit more by writing it in the form 

 

 ä
=

=
k

i

iixqL
1

).()0( l mod F 
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.l       (2.13) 

 

From Equation (2.13), it is seen that il is independent of the shares and only 

depends on the number of shares used in the reconstruction of the polynomial. 

Thus, the values of ilcould be pre-computed and then used later when 

recombining the secret.  

 

× Definition 1 

 

The vector },...,{ 1 nlll=  such that  ä=
=

k

i iiss
1
l is called the recombination 

vector. 

 

× Example (Reconstruction of the secret using polynomial interpolation) 

 

 Consider the previous example where a polynomial mod 17 was constructed 

and the shares =1s  13, =2s   0, =3s   16,  =7s  13 were generated. To 

reconstruct the secret using Equation (2.12) and three of the shares created 

(e.g., ), 721 sandss , the secret is: 
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      =  13.( ) ( )10.2.14.1.133.7.1.2 +  mod 17    =  4. 

 

Blakleyôs Scheme 

The idea behind Blakleyôs threshold secret sharing scheme [45], is that, given n-

dimensional non-parallel hyperplanes, they will intersect at a given point. Some 

coordinate of this point of intersection gives the secret. This is illustrated in 

three dimensions as in Figure 2.4. The secret corresponds to the position where 

all the three planes intersect; Point A. 

 

 

 

. 
Figure 2.4. Illustration of Blakleyôs secret sharing scheme in three 

dimensions [45]. 
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Asmuth and Bloom Secret Sharing Scheme 

 

This scheme was first proposed by Asmuth and Bloom [58], and the idea behind 

it is that the keys or shares, usually referred to as shadows, are congruence 

classes of a number associated with the original key or secret. 

 

× Creating the Shares 

 

In order to share the secret ,0, >ss  among n people with a k-threshold, choose 

a number sp> and a set of numbers nmmmm 3<<< 321  such that the 

( )ji mm ,gcd  = 1 for ,ji ¸ ( ) .,1,gcd 1

1

11 +-

-

== Ô>Ô"= in

k

ii

k

ii mpmandipm  Then, 

calculate the value i

k

i mM 1=Ô= and select an arbitrary integer A such that 

,0 My<¢ where  pAxy .+= . The shares would then be .mod ii myS =  

 

× Example: Key Construction 

 

Let the secret be ,2=s  then, select a set of numbers that meet the constraints 

mentioned above. For instance, let p = 3, k = 3, n = 4, and 

11,9,7,5, 4,321 =mmmm respectively. Hence, the number .3159.7.5 ==M  Let the 

random integer óAô be 50. Therefore, ,1523502. =*+=+= pAxy  which clearly 

satisfies the condition .0 My<¢  

 

Thus, the keys (shares) created to be given to the n participants would be   

 

.911mod152

;89mod152

;57mod152

;25mod152

4

3

2

1

==

==
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==

s

s

s

s

            (2.14) 

 

× Reconstructing the Secret  

In this scheme, the reconstruction of the shared and distributed secret is fairly 

simple. First, find the original y-value by applying the Chinese remainder 

theorem on the set of congruences. That is, solve the congruence system: 
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. 

After reconstructing the values of y, the original secret is then obtained from  

 

pys mod=         (2.16) 

 

where p is a public variable that was chosen during the construction of the keys 

(shares). 

For example, given k keys or shadows from the shadows nss 3,1 that were 

created during key construction above, the secret s could be rediscovered by 

first finding the y-values using the Chinese remainder theorem on k = 3 of the 

congruences used earlier: 

 

.11mod9

;9mod8

;7mod5

¹

¹

¹

y

y

y

              (2.17) 

 

Since y = 152, by Equation (2.16) the secret is found to be s = 152 mod 3, i.e., s 

= 152 mod 3 = 2. 

 

Mignotteôs Threshold Secret Sharing Scheme  

 

Mignotteôs threshold secret sharing scheme [59] is another scheme that uses 

the Chinese remainder theorem to solve the problem of secret sharing. It is 

similar to the Asmuth and Bloom Secret Sharing Scheme but differs in the 

requirements and restrictions on the input data and choice of coprime moduli.  
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× Creating Shares 

In order to share a secret among 2²n   people with a threshold ,nk¢  create n 

coprime integers such that 

knknknnn mmmmmmmmmm 333 ....., 2132121 <<<<< +-+-- and choose a secret s 

which lies within the interval  [ ]...,.. 2132 knknkn mmmmmm 33+-+-  Each share is 

then ii mss mod= . 

 

× Reconstructing the Secret 

Given a set of k shares, the secret can be reconstructed by using the Chinese 

remainder theorem on the given set of congruence classes: 
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Linear Secret Sharing 

 

An interesting aspect of all the above secret sharing schemes is that they use 

ideas from linear algebra to solve the problem of secret sharing. Actually, if the 

Asmuth & Bloom scheme were to be used on polynomials instead of integers, it 

would have generalised the Asmuth & Bloom scheme to Shamirôs scheme. In 

fact, with small modifications, all the above schemes can be generalised as was 

shown in [60]. As they are nearly equivalent, many features, such as key 

updating algorithms, are easily applied across the different schemes. Other 

traits, such as information security, are equally as good from one scheme to the 

next. From here on, this work will focus on different traits and security aspects 

of linear secret sharing schemes (LSSSs), primarily using Shamirôs scheme, but 

the methods used apply equally as well to the LSSSs. 
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× Updating the Keys 

In some cases, such as a company where employees may come and go and 

where board members are exchanged annually, it may be necessary to secretly 

update the keys held by the remaining active participants. This can be easily 

accomplished. First, generate k ī 1 random Ŭ-values. Thereafter, create a new 

polynomial, with zero as the first coefficient: 
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and calculate the shares ''1 nss 3  with this polynomial. Once this is done, 

distribute each share 'is  to the participant with the corresponding is  share and 

have him calculate his new share ii

new

i sss += ' . As soon as the new share is 

created, both is  and 'is  should be destroyed. In this way, anybody with the old 

share is  can no longer participate in the secret sharing scheme, and hence, all 

former employees that have left an organisation would not pose any security 

threat to the scheme. 

 

× Example 

Supposing that the secret s = 5 and the Shamir secret sharing polynomial 

.7mod235)( 2xxxf ++=  For the four participants, },,,{ 4321 ppppP= , the 

dealer would create the following shares: 
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Now suppose that the dealer does not want the participant 3p  to hold a valid 

share any longer. In order to exclude 3p , he creates a new polynomial  

7mod.1.60)( 21 xxxp ++=  and generates the shares: 
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and distributes them to their corresponding participants. Each player that 

receives 'is  then computes his new share (
new

is ) in the scheme as shown 

earlier: 
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Using the new shares the participants can reconstruct the secret correctly. On 

the other hand, any combination of two new shares and the share 3s  cannot 

reconstruct the secret. 

 

× Definition: Homomorphic Encryption 

Homomorphic encryption is an encryption scheme that allows operations, such 

as multiplication and addition, to be performed on ciphertext values, resulting in 

a ciphertext that is equal to performing identical operations on the plaintext prior 

to encryption [58, 61]. 

 

× Verifying the Shares 

In [62], Feldman introduced a verifiable secret sharing (VSS) scheme based on 

the Shamirôs scheme. Using homomorphic encryption (as defined above) the 

Feldman scheme allows the participants to verify whether or not the shares they 
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have received are consistent. It should be noted, however, that while the 

Feldman scheme binds a player to a given share, the secret is now only 

computationally secure, i.e., retrieving the secret without the correct number of 

shares is computationally impossible. The use of discrete logarithms is an 

example of a homomorphic encryption method that facilitates the use of this 

scheme. 

 

Another method of VSS is a method by Pedersen [63]. In this method, like the 

Feldmanôs, the secret remains secure in the information theoretic sense, but the 

consistency of the shares is only computationally secure, The Pedersen VSS 

scheme allows a player to non-interactively check whether the share he has 

received is consistent. 

 
Security 

 

As seen in the simple secret sharing schemes, the linear threshold secret 

sharing schemes are also perfectly secure. It was shown that any subset of 

participants consisting of at least k members can reconstruct the secret. 

Assuming that an adversary has obtained 1-k  shares, then, for each possible 

value in the (half-open) interval ),,0[ F  he can construct one unique 

polynomial 'f  with degree kī1 such that '.)0(' sf =  Even though one of these 

values will contain the correct secret, each of the values are equally likely, 

hence by knowing k ī 1 of the shares the adversary still has learned nothing 

about the secret. 

 
Limitations 

 

As powerful as they are, threshold schemes have some impractical limitations 

[64]. For instance, in a threshold scheme, it is presumed that all participants are 

equal. However, to borrow from George Orwell [65], some participants ñare 

more equal than othersò. In other words, in most circumstances, some 

participants are trusted more than others. For instance, in a network of 

computers, where each computer represents a participant, a higher threshold 

for computers that are more likely to be corrupted, like those connected to the 

Internet, and a lower threshold for the more trusted computers would be 

required. That is, it might be necessary or better to define differently sized 
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subsets of the participants needed to reconstruct the secret. The structure 

consisting of all these sets is called an access structure, as briefly discussed in 

the next segment. 

 

The Concepts of Access Structures and Monotone Span Programmes 

The threshold secret sharing schemes presented in the previous sections only 

allow any subset of a size k or greater to reconstruct the secret. This approach 

has obvious disadvantages where it is required that a more fine-grained 

configurable scheme be emplaced. Ideally, it would be preferred to have a 

method where a set of potentially differently sized authorised subsets could be 

defined; this flexibility is the main purpose and/or advantage of an access 

structure. As introduced in [66], an access structure, denoted by G, consists of 

a set of authorised subsets where each authorised subset has the ability to 

reconstruct the secret [67].  

 

Definition  

 

A perfect secret sharing scheme realising the access structure G is a method of 

sharing a secret S among a set of n participants (denoted by P), in such a way 

that the following two properties are satisfied [55]: 

 

o If an authorised subset of participants PBÌ pool their shares, then they 

can determine the value of S. 

o If an unauthorised subset of participants PBÌ pool their shares, then 

they can determine nothing about the value of S. 

 

Definition 1  

The unauthorised or adversary structure, denoted by D, consists of all the sets 

that are not in G. The tuple (G,D) is an access structure if .f=DÆG  An 

access structure is said to be complete if .P=DÇG  

 

 

 



41 

 

 

 

 

 

 

Definition 2 

An access structure G is said to be monotone increasing if it satisfies the 

following property: 

 

o If PBÌ is an authorised subset of G and CBÌ then C is also an 

authorised subset of G. 
 

Similarly, the unauthorised set D is monotone decreasing, in other words, if 

a set A is in D then any set ABË   is also inD. 

 

× Definition 3 

All subsets of G that cannot be split into smaller authorised subsets are known 

as minimal sets. The collection of these sets forms the access structure. This 

set of minimal subsets is denoted by 0G.   

 

× Example 

  

Supposing there are five participants ( )521 ,,, ppp 3 and an access structure G 

with the authorised sets },,,{},,,{},,,{},,{ 32143253121 ppppppppppp then, 

 

=G0 },,{},,,{},,{ 43253121 pppppppp     (2.22) 

 

and hence, 

 

=G  ÇG0 ( )321 ,, ppp .  

 

Since the set ( )È321 ,, ppp ( )21, pp , it is not part of the basis access structure 0G. 
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2.1.3 Cryptographic Key Management 

 

In cryptography, key management is concerned with the secure generation, 

distribution, and restoration of keys [68]. It is extremely important to ensure that 

secure methods of key management are emplaced; such that once a key is 

randomly generated, it should remain secret to avoid its compromise[69]. This is 

significant because, in most cases, attacks on public-key are directed at the key 

management level, rather than the cryptographic algorithm itself. Thus, such 

secure arrangement must be maintained while users are able to obtain a 

suitable key pair requisite for both their efficiency and security needs; users are 

able to legitimately access other peopleôs public keys, and also publicise their 

own public keys. If security is not ensured, unauthorised persons could either 

change public keys listed in a directory or impersonate other users. In order to 

ensure that certificates used for these transactions cannot be forged, the 

issuing of certificates must be conducted in a way that is impervious to attacks.  

This is ensured through positive authentication of both the identity and public 

key of an individual prior to issuance of certificates. 

 

In the event that someoneôs private key is lost or compromised, others must be 

promptly informed so as to desist from either encrypting messages using the 

invalid corresponding public key or accepting messages signed using the invalid 

private key. Users should also be able to store their private keys securely to 

avert unauthorised access, without hindering legitimate access. It is a significant 

managerial security requirement, that a key should have a life span during 

which it is valid; its expiration date must be chosen carefully and publicised in 

an authenticated channel [68]. 

 

2.1.4 Key Recovery in Cryptography 

 
Definitions 

It is generally understood that one of the hindrances to the widespread use of 

encryption, in some instances, is the fact that when a key is lost, any data 

encrypted with that key becomes inaccessible, and could be rendered useless. 

Key recovery is a general term encompassing the various ways through which 
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emergency access to encrypted data could be guaranteed [68]. Key recovery 

first became popular as a result of US Government's policies on exporting 

strong cryptography. In a nutshell, the Government agreed to permit the export 

of systems employing strong cryptography as long as a key recovery method 

that allows the Government to read encrypted communications was 

incorporated; this was to be facilitated through the use of escrow agencies. 

 

In the use of secret-key cryptosystems, users must, first of all, agree on a 

session key; i.e., a secret key to be used for the duration of one message or 

communication session. In accomplishing this requirement, a risk exists that the 

key will be intercepted during transmission. This is an important key 

management problem, for which Public-key cryptography offers an attractive 

solution within a framework termed digital envelope or key encapsulation. The 

digital envelope consists of a message that is encrypted using secret-key 

cryptography and an encrypted secret key [70]. While digital envelopes usually 

use public-key cryptography to encrypt the secret key, this is not mandatory; 

Alice and Bob could use an already established secret key to encrypt the secret 

key in the digital envelope. In a nutshell, the digital envelope is accomplished as 

follows: Alice chooses a secret key and encrypts the message with it, then 

encrypts the secret key using Bob's public key. She sends both the encrypted 

secret key and the encrypted message to Bob. When Bob wants to read the 

message, he first decrypts the secret key, using his private key, and then 

decrypts the message, using the secret key. In a multi-addressed 

communications environment such as e-mail, this can be extended directly and 

usefully [51]. 

 
The Need for Key Recovery 
 
If one loses oneôs car or house keys, one can call a locksmith or car dealer who 

can procure a new one. However, if one loses oneôs cryptographic key, there is 

nobody to call; itôs gone.  Many companies protect themselves against this 

problem by implementing a key recovery strategy. When Alice generates a 

symmetric key to encrypt her files or a private/public key pair to be used for key 

distribution, she stores the keys in such a way that only she can recover them. If 

Alice has a key recovery plan, she also creates copies of the keys and stores 

them in such a way that someone else can recover them. Similarly, it is possible 
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for Alice to store them so that it takes more than one person to recover the 

keys.  This way, no one single individual can surreptitiously recover the keys 

and examine Aliceôs secret information.  

 

Using the Digital Envelope for Key Recovery 
 
The most common form of key recovery is the RSA digital envelope [58]. Alice 

has a software program that encrypts her files.  It generates a symmetric 

session key and uses that key to encrypt each file.  Alice stores the session key 

securely, possibly using Password-Based Encryption (PBE). When the session 

key is generated, Alice can also encrypt it using a key recovery RSA public key. 

This arrangement is essentially a digital envelope. If Alice loses her key, the 

owner of the key recovery RSA private key, a recovery agent, can open the 

digital envelope and retrieve Aliceôs encrypting session key. 

 

Key Recovery via a Trusted Third party 

There are three basic entities that can act as a key recovery agent: 
 
× A Trusted Third Party (TTP). 

× A group of trustees, each holding a portion of the key.  

× A group of trustees using a threshold scheme. 
 

A TTP is more of a company than a person (e.g., Verisign, Thawte).  One of its 

jobs is to distribute session keys (and KEKs) to parties wishing to communicate 

securely. Consider a case where Alice decides to use the TTP as her key 

recovery agent; this requires a certain amount of trust. To act as the key 

recovery agent, the TTP generates an RSA key pair and distributes the public 

key to Alice. When Alice generates her keys (the session key or private/public 

key pair), she encrypts them using the public key that was generated by the 

TTP (the digital envelope). Alice doesnôt send the digital envelope to the TTP 

because trust should have some limits.  She stores the envelope somewhere 

safe like on a USB stick or smart card; probably, more than one copy. If Alice 

forgets her password, has a hard drive failure, etcetera, she can take the digital 

envelope to the TTP.  The TTP can open it using the RSA private key and give 

the contents to Alice. When Alice uses the recovered key (or keys) she once 

again protects them using PBE. 
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Advantages/Disadvantages of Using TTPs 
 
The advantage of this system is that key recovery is simple and straight 

forward. One disadvantage of this scheme is that the TTP has a potential 

access to all the keys. The main disadvantage (from her employerôs point of 

view) is that the TTP may go out of business. In this case, the company will 

have to get a new TTP, generate a new key recovery key pair, distribute the 

new public key and have everyone create new digital envelopes of their keys. 

 
Key Recovery via a Group of Trustees 
 
Many companies and individuals do not like the idea of one company (or 

person) having access to all of the keys. In such situations, it seems better to 

break the key into parts and distribute them to several individuals or companies 

(called trustees). Suppose Alice has a 128-bit symmetric key that she uses to 

encrypt the files on her hard drive. Alice can split this key into three parts 

containing 5 bytes, 5 bytes, and 6 bytes.  She can now create three digital 

envelopes using the public keys of three trustees.  The advantage here is that 

no one person can reconstruct the key.  All three of the trustees must gather to 

reconstruct the data. However, the problem here is that one of the trustees 

could recover part of the key (the one entrusted to him) and try to brute-force 

the remaining portion that he does not have. If a trustee has 6 bytes (48 bits) he 

would only need to brute force the unknown 80 bits. This attack may be unlikely, 

but cryptography is an art that does not allow unnecessary uncertainty. One 

way to overcome this problem is to use a 384-bit value as a seed in a Pseudo-

Random Number Generator (PRNG). The PRNG uses the 384-bit value to 

generate a 128-bit session key. The 384-bit seed can be split into three parts, 

each 128 bits long.  Each trustee receives a digital envelope containing 128 bits 

of the total value. More importantly, each trustee is missing 256 bits of the 

required seed.  It is computationally infeasible to attempt to brute-force a 256-bit 

key within a reasonable timeframe; given the amount of resources and 

timeframe it requires to brute-force a 128 bit key, as illustrated in Table 2.6 

(Section 2.92). 

 
Advantages/Disadvantages of Using a Group of Trustees 
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The splitting of the secret into multiple digital envelopes has the advantage of 

preventing one individual from yielding too much power. However, this 

approach is more difficult to implement and suffers from the same type of 

problems encountered with the TTP. If one of the trustees goes on holiday, the 

key is lost.  If one of the trustees leaves the company, the key recovery process 

must start all over again from scratch. In large companies, requiring all users to 

create totally new digital envelopes can be time-consuming and costly. 

 

Key Recovery via Threshold Schemes 
 
Threshold schemes are often referred to as secret sharing or secret splitting. A 

secret (such as a session key or private/public key pair) is split into several 

shares, a subset of which must be combined to recover the secret. For 

instance, a secret might be split into 6 shares and any 3 might be needed to 

recover it.  The value 3 in the above scheme is called the threshold number. 

Any reasonable share size and recovery threshold are possible (provided the 

threshold number is less than or equal to the share count). In order that the 

secret data or key be recoverable, it must be an RSA private key [39]. The RSA 

cryptographic algorithm consists of three main steps; namely, key generation, 

encryption, and decryption. RSA algorithm involves a public key and a private 

key. While the public key can be known to everyone and is used for encrypting 

messages, all messages encrypted with the public key can only be decrypted 

with the use of the private key, which  is kept secret and known only to its 

owner, the originator.   

 

If Aliceôs company were to implement a threshold scheme, it might work like 

this: The Company decides how many shares there will be, how many are 

needed for the key recovery and who the trustees will be. To start the process, 

all trustees gather to generate and collect shares. First, a key recovery RSA key 

pair is generated.  Then the threshold program splits the private key into the 

required number of shares. Each trustee gets one share.  The program 

generates the shares by taking as input the private key, the number of shares 

required and the threshold value. Each trustee is responsible for protecting their 

share (PBE). Once the shares have been generated the key recovery public key 

is distributed and the private key is destroyed. The key recovery public key can 

be used by any employee to encrypt their keys into a digital envelope. If an 
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employee loses their key they take their digital envelope to an available trustee. 

That trustee finds any two of the other trustees (assuming three are needed). 

The three trustees give their shares to the program running the threshold 

algorithm. The program combines the shares to reconstruct the previously 

destroyed private key. The private key is used to open the digital envelope and 

is then destroyed again.  

 
Creating Private Key Shares 

Consider a situation where one is required to split up a secret data into a given 

number of shares; ensuring that any fixed subset of those shares can recover 

the secret. In order to do this successfully, one would need to create shares that 

are points on a polynomial (of appropriate degree) which intersects the y-axis at 

the secret value. This is because a polynomial of degree n needs exactly n+1 

points to define it uniquely.  

 

× Examples 

 

As an example, take the simplest kind of polynomial ï a straight line. The line y 

= 6x+11 is a straight line that intersects the y-axis at the value 11. Any number 

of points that lie on this line can be generated. More importantly, given any two 

points on the line, the above equation could be uniquely reconstructed, and so 

the secret value could be determined. This is illustrated in Figure 2.5. 
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Figure 2.5. Linear and quadratic functions showing shares 

 

× The quadratic polynomial y = 3x2 ï x + 9 intersects the y-axis at the value 

9. Since it has degree 2 (the value of the highest power) it requires 3 

points in order to reconstruct the equation and determine the secret. The 

constant value at the end of the equation is always the secret value.  The 

other values can be chosen randomly. See Figure 2.5. 

 
× The threshold scheme sequence is as follows: 
 

o Decide on a threshold value (say k); Choose a polynomial that has degree 

(k-1); Set the constant in the polynomial to the secret value and choose 

random numbers for the remaining terms; Decide how many trustees are 

required (say n, where n > k) and generate these n points (shares) from 

the polynomial; and Give one share to each trustee. 

 

After the overview of the theoretical background for the secret sharing schemes 

as discussed above, a comparative analysis of the various secret sharing 

methods will now be undertaken in the next segment of this chapter.  

 

2.2 A Comparative Analysis of the Various Secret Sharing Methods 

 

Traditionally, secret sharing models make the following important assumptions 

concerning the potentially malicious disposition of entities involved in the 

sharing and reconstruction mechanisms. This potentially malicious behaviour is 

usually modelled as an adversary with the following presumptions [35, 38, 71]: 

Trusted Dealer - An adversary cannot corrupt the dealer; he is fully trusted. 

Passive - An adversary can capture shares, but otherwise the protocol is 

executed correctly; shares are never corrupted. 

Polarised Participants - Participants are either completely honest or completely 

malicious (there are no intermediate positions). 
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While these assumptions could be reasonable in some situations, they would 

not necessarily be applicable in many environments. Obviously, they fall below 

the requirement of the high-security demands placed on computationally secure 

cryptographic primitives that are modelled using provable security [35, 72, 73]. 

Quite a few recent works on secret sharing schemes have focused on the 

problems of secret sharing in situations where some of these assumptions are 

challenged; i.e., most of the recent works involve active adversaries, as 

opposed to the passive ones in the traditional presumptions. In the new re-

orientation, schemes are designed with the assumption that adversaries are 

able to take full control of participants and corrupt their shares. 

  

Tompa and Woll [74] were the first to challenge the traditional secret sharing 

adversary model.  Their paper demonstrated how an active adversary could 

exploit the Shamir threshold scheme; their attack model can be applied to any 

linear secret sharing system. The paper assessed the impact of an active 

adversary that takes the form of a participant who maliciously submits a fake 

share during the reconstruction of a secret. This led to various secret sharing 

models to cater for the undesirable consequences that would emerge as a 

result of the active adversary notion in secret sharing. Table 2.1 illustrates the 

characteristics of some secret sharing schemes with expected possible attacks 

based on the notion of active adversaries.  

 

Table 2.1. Attributes of schemes for Tompa and Woll undesirable 

consequences [35] 

 Possible Attacks 
 
Scheme Type 

 Honest Users 
Learn Secret? 

Honest Users 
Alerted to 
Cheating? 

Adversary 
Learns Secret? 

Robust Schemes  Yes Sometimes Yes 

Cheater Detection  No Yes Yes 

Cheater Identification  No Yes Yes 

Almost Robust (Fairness)  Sometimes Yes Sometimes 

Cheating Immune  No No No 

 

2.2.1 Classification of Secret Sharing Schemes  

 
Secret Sharing Schemes could be classified into various categories using 

different criteria [75-77]. This could be in terms of the number of secrets to be 

shared; yielding two classes - identified as ósingle secretsô and ómultiple secretsô 
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[78, 79]. They may also be classified in terms of the shareôs capabilities; 

resulting in another two classes ï tagged ósame weighted sharesô and ómulti-

weighted sharesô [80, 81]. In this way, the secret share of a higher level user 

contains more information about the original secret than the share for a lower 

level user. Other criteria used for categorisation include the abilities of the 

scheme, the computational power of the participants, its robustness [74, 82, 83], 

and the techniques used in designing the schemes. 

Generally, secret sharing schemes are classified into one of three categories 

[75]; namely, óperfectô, imperfectô and órampô [5]  schemes. Of these, the SSSS 

which belongs to the class of perfect secret sharing schemes is the most 

original, simplest, flexible and most popular [5, 75]. These categories and their 

authors are as illustrated below: 

Perfect secret sharing schemes ï Benaloh (1989), Feldman (2008), Herzberg 

(1995), (Pedersen (1992) and Shamir (1979). 

Non-perfect secret sharing schemes - Asmuth-Bloom (1983), Brickell (1995), 

Ghodosi (1998), Iftene (2007) and Mignotte (1983). 

Ramp secret sharing schemes ï Blakley (1979), Bai (2006), Franklin (1992) and 

Pang (2008). 

 

The need to consider the concept of active adversaries and the impact they 

may have on secret sharing schemes is highlighted in the next two sections.  

2.2.2 The Issues Arising from Active Adversarial Models 

 
A shift from the traditional passive adversarial model in favour of active 

adversaries for a secret sharing scheme raises a number of issues which were 

either not apparent previously or not important. Now that the Dealer is no longer 

fully trusted, shares can now be corrupted and the participants are neither fully 

trusted nor absolutely polarised, these issues now demand serious attention. 

They include answers to the following questions [35, 84, 85]:  

Who should reconstruct the shares ï the Dealer, one of the participants or an 

external third party? 
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Should reconstructions be open or closed; should the secret be revealed during 

reconstruction or not? 

Are the adversaries static or dynamic? 

 

What are the goals of the adversaries ï is it just to prevent reconstruction or 

gain information about the secret? 

 

2.2.3 Schemes Designed to Counter the Effects of Active Adversaries 

 
In an effort to answer some of the questions above and neutralise the threats 

posed by active adversaries like the three attack models illustrated in Table 2.1, 

various secret sharing schemes were devised in recent time. These include:  

Robust Secret Sharing Schemes   

The term Robust Secret Sharing usually describes schemes that are designed 

to ensure successful reconstruction of the correct secret; even if some 

participants submit incorrect shares. The schemes in this category include: 

× Bellare and Rogawayôs Classification ï Bellare and Rogaway introduced 

a unifying framework for secret sharing schemes whereby the traditional 

concepts of a trusted Dealer and polarised participants are maintained, with a 

relaxation of the presumption that shares can only be captured but not 

corrupted. Excluding their fourth category of óno privacyô, this framework 

identifies three meaningful levels of privacy thus [84, 86, 87]:  

   

o Perfect Secret Sharing (PSS) - No information about the secret is 

revealed, independent of the computing power of the adversary; this is the 

traditional model of privacy. 

o Statistical Secret Sharing (SSS) ï A small amount of information about the 

secret is potentially revealed, independent of the computing power of the 

adversary; i.e., an imperfect scheme in the traditional model. 

o Computational secret Sharing (CSS) ï This protects the secret from an 

adversary with reasonable computing resources. 

This framework goes further by identifying nine levels of recoverability. 
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× Robust construction 

Detecting and Identifying Cheaters 

Schemes that detect and/or identify cheaters comprise of the following: 

 

Secret Sharing Schemes with Cheater Identification - These allow honest 

participants to detect and identify any corrupt shares submitted by an adversary 

[88]. 

Attributes of secret sharing schemes with cheater identification (detection) are 

[75, 82, 88]: 

 

o Presumption of a trusted Dealer; 

o Honest participants are willing to sacrifice recovery of the secret if an 

adversary corrupts the shares; for as long as the corrupted shares are 

identified (detection); 

o The main recoverability goal of the adversary is to prevent the correct 

secret from being reconstructed while remaining unidentified (undetected); 

o The schemes potentially allow the adversary to obtain the correct secret, 

while honest participants do not. 

Other schemes include: 

 

Almost robust secret sharing; 

× Cheating immune secret sharing; 

× Rotational secret sharing; 

× Verifiable secret sharing (VSS);  

× Information-theoretically (interactive) secure VSSs; 

× Computationally secure VSSs; and 

× Publicly-verifiable VSSs. 

 

The performance assessment of various secret sharing schemes is presented 

in the next section. 
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2.2.4 Comparative Performance Analyses of Secret Sharing Schemes 

 

The comparative performance analyses of secret sharing schemes are 

illustrated in Tables 2.2 ï 2.4 below. 

 

 

 

Table 2.2. Types of secret sharing schemes with their respective hurdles  [52] 

Type of scheme Usage Hurdles 

Threshold Schemes. A group of mutually 
suspicious individuals with 
conflicting interests must 
cooperate. 

Design of access 
structures is difficult 

General Access Structure 
Schemes. 
 

Only certain specified 
subsets of the participants 
should be able to recover 
the secret. 

To add extra functionalities 
is difficult.  
 

Verifiable Secret Sharing 
(Interactive Proofs).  
 

Dealer and shareholders 
both interact with each 
other. Also, shareholders 
can interact with each 
other. 

Asserts a proof only to the 
participants of this protocol 
and only at the moment it is 
held. They cannot be legal 
proofs in court.  

Verifiable Secret Sharing 
(Non-Interactive Proofs).  
 

Only dealer is allowed to 
send messages, in 
particular, the shareholders 
cannot talk with each other 
or with the dealer when 
verifying a share.  

Many of the proposed 
schemes are providing 
cheating verification but not 
cheater identification.  
 

Publicly Verifiable Secret 
Sharing.  
 

Everybody can verify the 
correctness of his share.  
 

New members can t enroll 
the system according to the 
need of actual 
circumstance.  

Proactive Secret Sharing 
Schemes. 

Improve security through 
periodic executions.  
 

Need to be more secure 
and efficient of course, 
without any information-
leak or any secret change.  

 

Table 2.3. A matching of application type onto the required features of secret 

sharing schemes [52]  

Application Semantics Required feature of secret sharing 

Transfer money from a bank  Threshold schemes  

Launching of a ballistic missile  Threshold, General Access Structure  

Communications networks  Ideal, Perfect, Low complexity  

Trusted Shareholders, Untrusted Dealer  Verifiable Secret Sharing  

Trusted Dealer, Untrusted Shareholders  Verifiable Secret Sharing, Periodically 
Renew Share  

Electronic voting  Publicly Verifiable Secret Sharing  

Private querying of database  Low Complexity, Threshold  

Collective Control  Periodically renew shares, Enroll/dis-
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 enroll shareholders, Recover lost share  

escrow-cryptosystems  Publicly Verifiable Secret Sharing  

Secure Storage  
 

Ideal, Reliable, General Access Structure  

 

 

 

 

Table 2.4. Comparison of secret sharing schemes on extended capabilities [52] 

  

 

Tables 2.2 ï 2.4 mark the end of formal reviews for the secret sharing literature. 

Bearing in mind that central to the idea of secret sharing is the notion of single-

point vulnerability and the need to eliminate this while handling a sensitive data, 

it is timely that the concepts of human security perimeter and its extension 

mechanisms are espoused next. Other related concepts like the web of trust, 

human factors, human infrastructure, human trust, and trust-related human 

characteristics that are indispensable in the process of interpersonal human 
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relations would also be discussed in the next section. It would also be 

interesting to find out if the term ótrustô is quantifiable and measurable using 

appropriate scales. 

 

 

2.3 Extending the Human Security Perimeter through a Web of Trust 

 

Security perimeter is the boundary within which security control measures are in 

effect to protect assets. These measures are in three categories; physical, 

procedural and logic [89]. Physical security measures employ guards, weapons, 

dogs, safes, strong rooms, fence/barbed wire and the likes, while procedural 

measures deal with security management/policy related issues like vetting and 

password policies. Logic security is concerned with the deployment of 

cryptographic assets in forms of mathematical algorithms and cryptographic 

protocols, such as digital signatures and various encryption/decryption 

techniques and keys. These are designed to ensure confidentiality, integrity, 

availability, authenticity and non-repudiation in order to preserve mutual trust 

among corresponding partners. This research effort is only concerned with logic 

security, but with due considerations for the other two components of security 

measures. This is very crucial because it has become evident that, in practice, 

there cannot be technical hacking in a vacuum (completely independent of 

human hacking) [90]. For this reason, in addition to technical solutions (e.g., 

using Cryptography) for every security problem, there are needs for the 

elements of both physical and procedural measures as well. For instance, it is 

expected that every organisation must have procedural security policy 

measures or guidelines as illustrated by the sample in Appendix 4 [91]. 

 

The illustration in Figure 2.6 does shed some light on the concept of security 

perimeter, where the individual employee in an organisation, or a person within 

a given system of human interaction, only trusts himself within his individual 

perimeter. It is a common saying that once an item of information is disclosed to 

a second party; it would cease to remain a secret. This poses a problem 

because he/she cannot operate alone and function well as a worker; he must 

interact with various other individuals and entities, both within and outside the 
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organisation. Hence, in order for him to function effectively, he would need to 

extend or expand his narrow security perimeter; to do this, he needs trust- and 

confidence-enhancing measures such as provided by one or some of the 

security measures identified above. This is where technology (e.g., 

cryptographic algorithms and protocols) comes to play. 

 

 

 

 

 

Figure 2.6. Security measures: physical, procedural and logic 

 

 

At the heart of security concern is the issue of trust that is associated with the 

active variables in a system. Since the human factor is the most critical element 

in security systems [92], security perimeter could be defined in relation to the 

human trust level; via mutual positive identification of the 

correspondents/devices, using various means of authentication [93]. 

 

2.3.1  Zimmermannôs Web of Trust 
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The web of trust is a concept used in PGP and other PGP-compliant systems to 

establish the authenticity of the binding between a public key and its owner.  Its 

decentralised trust model is an alternative to the centralised trust model of a 

PKI, which relies exclusively on a CA or a hierarchy of CAs. As with computer 

networks, there are many independent webs of trust, and any user can be a 

part of, and a link between, multiple webs [94]. 

 

The web of trust protocol was first described by Zimmermann in 1992 in the 

manual for PGP version 2.0, as follows: 

ñAs time goes on, you will accumulate keys from other people that 

you may want to designate as trusted introducers. Everyone else 

will each choose their own trusted introducers. And everyone will 

gradually accumulate and distribute with their key a collection of 

certifying signatures from other people, with the expectation that 

anyone receiving it will trust at least one or two of the signatures. 

This will cause the emergence of a decentralised fault-tolerant 

web of confidence for all public keysò [95]. 

The scheme is flexible, unlike most public key infrastructure designs, and 

leaves trust decision(s) in the hands of individual users. It is not perfect and 

requires both caution and intelligent supervision by users. Essentially all PKI 

designs are less flexible and require users to follow the trusted endorsement of 

the PKI-generated certification authority (CA)-signed certificates. It uses self-

signed certificates and third party attestations of those certificates. The term 

"web of trust" does not imply the existence of a single web of trust, or common 

point of trust, but rather one of any number of potentially disjoint "webs of trust." 

 

Among its benefits is the fact that it can interoperate with a PKI CA fully trusted 

by all parties in a domain that is willing to guarantee certificates, as a trusted 

introducer. However, if the "web of trust" is completely trusted, its nature is such 

that trusting one certificate amounts to granting trust to all the certificates in that 

web. A PKI is only as valuable as the standards and practices that control the 

issuance of certificates. Thus, by including PGP or a personally instituted web 

of trust in a PKI scheme, it could significantly degrade the trust-ability of that 

enterprise's or domain's implementation of PKI [96].  Another of its drawbacks is 
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that, if a user loses track of a private key, he would no longer be able to decrypt 

messages sent to him; if the message was encrypted using the matching public 

key found in an Open PGP certificate. Similarly, early PGP certificates did not 

include expiry dates, and those certificates had unlimited lives. Users had to 

prepare a signed cancellation certificate against the time when the matching 

private key was lost or compromised. 

 

2.3.2 Human Factors and Human Infrastructure in the Context of Trust 

 

In this segment, effort is made to define/explain the terms trustô, óhuman factorsô 

and óhuman infrastructureô. Additionally, their pristine concepts and, where 

necessary, contexts of usage in this research work are also highlighted. This is 

a deliberate effort to properly situate the subtitle of this research Thesis in order 

to further facilitate its easy understanding by the readers. 

 

Trust  

 

Etymologically, the word ótrustô comes from Old Norse, a North Germanic 

language (Icelandic), which was spoken by the inhabitants of Scandinavia, as 

well as the inhabitants of their overseas settlements, from about the 9th to 13th 

centuries BCE [97, 98]. It either metamorphosed from ótraustrô which meant 

óstrongô or ótreystaô which stood for óstrengthenô or óreinforceô. In modern English, 

the words generally taken as synonyms of ótrustô include faith, belief, hope, 

conviction, confidence, expectation, reliance and dependence. A cursory look at 

the dictionaries unveils the main elements of its definition as ñfirm belief in the 

reliability, truth, or ability of someone or somethingò (Oxford); ñconfidence in and 

reliance on good qualities, especially fairness, truth, honour, or abilityò 

(Encarta); ñto believe that someone is good and honest and will not harm you, 

or that something is safe and reliableò (Cambridge); ñbelief that someone or 

something is reliable, good, honest, effective, etc.ò (Webster); and ñallow 

someone to have, use, or look after (someone or something of importance or 

value) with confidence.ò The value of trust in the process of all forms of human 

interaction is as significant as aptly described by Russell [99] in her book title: 

ñTrust: The New Workplace Currency;ò i.e., it is the medium of exchange among 
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humans, without which no trade, whether in kind or cash, can take place with 

positive results [100, 101].  

 

The need for trust arises from the fact that, working together often involves 

interdependence, and people must, therefore, depend on others in various ways 

to accomplish their personal and organisational goals. Thus, the definition of 

trust adopted in this research is ñthe willingness of a party to be vulnerable to 

the actions of another party based on the expectation that the other will perform 

a particular action important to the trustor, irrespective of the ability to monitor or 

control that other partyò [2, 102]. The term óvulnerabilityô here implies the 

willingness to accept some measure of risk. 

 

The significance of trust is as powerful in the process of human interactions as 

punctuation is in sentence construction. Consider the following illustration using 

a sentence - with and without punctuation marks: 

 

Without Punctuation: ñA woman without her man is nothingò 

 

With Punctuation: (1) ñA woman, without her man, is nothing.ò 

    (2) ñA woman: without her, man is nothing.ò 

 

As the respective punctuation marks turned the possible imports of the above 

sentence upside down, so does a message of trust ï when appropriately or 

inappropriately communicated - turn the results of human interaction upside 

down. Trust is the basic infrastructure for all forms of human interactions; be it 

socio-economic, socio-political, ethnoreligious, interpersonal, electronic, and 

tele-communicative ï whether locally or globally. Hence, there must be factors 

that enhance trust with corresponding benefits [103, 104] and factors that 

diminish it with corresponding detriments [99, 105]. These factors are governed 

by the key elements in the synonyms and definitions of trust as highlighted 

above. A careful examination would suggest that they include the attributes of 

faithfulness, hopefulness, confidence, reliability, truthfulness, ability, fairness, 

honour (integrity, principles, morality, honesty, probity, righteousness, rectitude, 

uprightness, goodness, decency, prestige, reputation, distinction, virtue, etc.), 

safety, effectiveness, predictability, benevolence, etc. While these factors yield 
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benefits, their exact opposites attract detriments. Indeed, the concept of all 

forms of trusteeship is a function of human trust [106]. 

 

 

 

Human Factors and Ergonomics 

 

Human factors and ergonomics (HF&E), also known as comfort design, 

functional design or systems, is the practice of designing products, systems, or 

processes to take proper account of the interaction between them and the 

people who use them [107, 108]. The term óhuman factorô is used mainly in the 

US. Its other variants include óhuman factors engineeringô and óhuman 

engineeringô. In Europe and the rest of the world, the term ergonomicsô is more 

prevalent [108, 109]. 

 

óHuman factorsô is an umbrella term for many areas of research; including 

human performance, technology, design, and human-computer interaction. It is 

a profession that focuses on how people interact with products, tools, 

procedures, and any processes likely to be encountered in the modern world 

[101, 110, 111]. Its practitioners may come from a variety of backgrounds; 

though predominantly they are psychologists (cognitive, perceptual, and 

experimental) and engineers. Other contributors are designers (industrial, 

interaction, and graphic), anthropologists, and computer scientists. While 

ergonomics tends to focus on the anthropometrics1 for optimal human-machine 

interaction, human factors is more focused on the cognitive and perceptual 

factors [107, 108, 112]. 

  

Human factors practitioners are particularly interested in the following areas: 

workload, fatigue, situational awareness, usability, user interface, learnability, 

attention, vigilance, human performance, control and display design, stress, 

visualisation of data, individual differences, aging, accessibility, shift work, 

human error, and working in extreme environments. In a nutshell, óhuman 

factorsô involves working to make the environment function in a way that looks 

                                                      
1
 Anthropometry is the study of objective measurable physical variables in humans, which 

impacts on architecture, industrial design and ergonomics. 
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natural to people by taking relevant human attributes into consideration. The 

terms óhuman factorsô and óergonomicsô became popular only in recent times, 

although the origin of this field of study is traceable to the design and use of 

aircraft during WW2  in an effort to improve aviation safety [108]. 

 

Different sectors of human activities concentrate on slightly varying aspects of 

human factors and ergonomics. Although prominent among these varieties 

include those from professional societies, scientific literature, government 

agencies, industry and open sources [107], for convenience, I will take only a 

few samples for illustration; each from a  different sector.  

 

Human Factors and Ergonomics Society (HFES) sees HF&E as a discipline  

concerned with the application of what we know about people, their abilities, 

characteristics, and limitations of the design of equipment they use, 

environments in which they function, and jobs they perform [107, 113]. In the 

perception of WHO, HF&E refers to environmental, organisational and job 

factors, as well as human and individual characteristics which influence 

behavior at work in a way that may affect health and safety. A simple way to 

view human factors is to think about three aspects; the job, the individual and 

the organisation and how these impact on peopleôs health and safety-related 

behaviour [107]. In the scientific literature, HF&E is defined as a body of 

knowledge about human abilities, human limitations, and other human 

characteristics that are relevant to design. Human factors engineering is the 

application of human factors information to the design of tools, machines, 

systems, tasks, jobs, and environments for safe, comfortable, and effective 

human use. It is essentially concerned with the understanding of interactions 

among humans and other elements of a system, and the profession that applies 

theory, principles, data and methods to design in order to optimise human well-

being and overall system performance [107, 108, 114]. ISO 6385 has also 

adopted the second scientific definition. In the industrial sector, HF&E is the 

study of human performance and its application to the design of technological 

systems. The goal of this activity is to enhance productivity, safety, convenience 

and quality of life. Example topics include models [115] and theories of human 

performance, design and analytical methodology, human-computer interface 
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issues, environmental and work design and physical/mental workload 

assessment. Human factors engineering requires input from disciplines ranging 

from psychology and environmental medicine to statistics [116-118]   . 

 

The concept of human factors, as employed in this research work, relates to all 

the trust-enhancing (beneficial) and trust-diminishing (detrimental) human 

attributes, as highlighted under trust above. It is then posited that the 

consideration of applicable elements of these attributes, both the positive and 

negative, is a ósine qua nonô in the design and functioning of all aspects of 

human endeavours in order to realise optimum output; with particular emphasis 

on technological systems. 

 
Human Infrastructure 

 

An infrastructure is the most basic level of physical and organisational structure 

in a complex body or system that serves as a foundation in order to enable the 

rest of its elements to function optimally [119]. Thus, it follows that the large-

scale public systems, services, and facilities of a country or region that are 

necessary for economic activity, including power and water supplies, public 

transport, telecommunications, roads, and schools constitute the national 

infrastructure. When this definition is applied to the concept/context of the term 

óhuman infrastructureô as employed in this research work, it would mean that 

any technological design/device/system that is emplaced without the necessary 

quality assurance that could only be guaranteed via requisite considerations of 

trust and human factors, as highlighted above, would not yield optimum results. 

With particular reference to any technological system, a skillful interplay 

between human trust and other human factors should constitute its 

infrastructural base. For instance, if one puts in place a gigantic state of the art 

industrial complex without trained workers who are capable of operating its 

complex systems efficiently, this would amount to a mere waste of time and 

resources. 

 
2.3.3  Adekaôs Web of Trust 

In contrast to the Zimmermannôs web of trust as a possible successor to the PKI 

system, which was highlighted earlier, the concept of web of trust as reflected in 
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the subtitle of this work has two component elements. The first element relates 

to a network (web) of trustees or participants in the business of secret sharing 

as expounded by Shamir. The second element has to do with the security which 

results from the web implementation of this research effort, which serves to 

enhance secret sharing via a secure and trusted website [120]. The same trust 

instruments (a web of trusted associates and secure website) that engender the 

emergence of such a secure and healthy business environment could also be 

responsible for the extension of the individual human security perimeter 

discussed earlier, as a consequence of increased human confidence. 

 

Statistical Proof for the Extension of Human Security Perimeter through a Web 

of Trust: Estimating the Measure of Trust from the Web 

 

In statistical contraption, the probability that a valuable item (Secret Data) that is 

kept by one trusted person would get lost or damaged is equal to the probability 

that the item would be safe or remain secure. Let the probability of loss/damage 

for the item being kept by one trustee be designated as
1TPL
 and the 

corresponding probability that the item would remain safe/secure be denoted as

1TPS . Then, it can be deduced that: 

1TPL  = 21                 (2.23) 

1TPS  = 21               (2.24) 

 

Similarly, it can be shown that: 

  

2TPL = 2TPS  = 41  

3TPL = 3TPS  = 61  

. 
 . 
 . 
  

iLTP  = iSTP  = i21                         (2.25) 
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Where óiô is the iterative index for trustees or trusted people sharing the Secret. 

In other words, Equation (2.25) is an expression of the individual probability that 

the fraction of the Secret that is held by each of the ónô participants (the i
th 

participant) or trustees will be lost/damaged or remain safe/secure. 

 

The probability that all the Shares might get lost2 is the Joint Probability ( nJLTP ) 

of loss/damage for all the individual probabilities as defined above (ónô being the 

total number of participating trustees). In statistical notation, this is computed by 

taking the product of all the individual probabilities: 

 

 nJLTP   = 
1TPL
 Å

2TPL
 Å 3TPL  Å  . . . Å nLTP   

   = Ô
=

n

i

iLTP
1

             (2.26) 

But 

1TPL
 =

2TPL
 = 3TPL  = . . . = nLTP , for all  siT '  (Shamirôs assumed equal likelihood). 

 

From Equation (2.25): 

 

 nLTP  = n21 , thus, Equation (2.26) leads to: 

 nJLTP  = )21(
1

Ô
=

n

i

i             (2.27) 

From Equation (2.27), it can be demonstrated that, for all óiôsô greater than ó1ô (i = 

1,n), iJLTP  is much less than 1TPL . Equations (2.25) and (2.27) may be referred 

to as Adekaôs Twin Probability Equations on Secret Sharing (ATPESS). 

Consider the following illustration: 

 

As an example, let n = 5, then, Equation (2.27) yields: 

                                                      
2
It is noted that own worry is that the secret portions (Shares) being held by the trustees might 

get lost; not that they would be safe. Thus, henceforth, the effort to estimate the level of trust 
that could be associated with sharing a Secret among more than one trustee will be devoted to 
the probability of loss/damage only. For a (k, n)-threshold scheme, since not all the Shares are 
required in order to reconstruct the Secret, it follows that the concern should be about the joint 
probability of loss/damage. 
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 5TPJL  =   )21(
5

1

Ô
=i

i  = ( 21 ) Å (41 ) Å (61 ) Å (81 ) Å (101 )  

  =   
41060.2 -x (i.e., 0.000260 for 5TPJL  compared with 0.5 for

1TPL
) 

 
But  

 nJSTP  =   1 - nJLTP ; i.e., 5TPJS    =   1 - 5TPJL  

  =    1 - 0.000260 

  =     0.99974 = 9.9974 x 10-1 (i.e., nJSTP 0.1º ), for n = 5. 

Where nJSTP  is the joint probability that all the n Shares would remain secure. 

 

This illustration proves that mathematically and sensibly speaking, as n 

increases in the (k, n)-threshold secret sharing scheme, independent of ókô, the 

joint probability for the Secret getting lost/damaged or compromised decreases 

exponentially. By implication, since the joint probability of the Secret being safe 

is inversely proportional to that of its loss/damage, it follows that the joint 

probability for safety increases exponentially, as n increases. This is illustrated 

in Figure 2.7. 

 

Figure 2.7. Exponential decay in the probability that a shared secret item 
would get lost/damaged as the number of trustees increases 
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Effect of (k, n)-Threshold Secret Sharing on Human Trust 

Using statistical probability, as illustrated above, the lesson acquired is that 

secret sharing decreases the chances for the loss/damage of the Secret 

exponentially and, by implication, it increases the chances for the 

safety/security of the Secret exponentially. Therefore, it would be reasonable to 

posit that, secret sharing increases or extends the human confidence/trust that 

is to be associated with the safety/security of the Secret Data, when compared 

to a situation where an individual keeps the Secret all alone. The resultant 

increased confidence/trust, due to enhanced safety/security, is engendered by 

the involvement of the network (web) of ónô trusted associates or 

participants/trustees in the sharing scheme; and hence, the subtitle of this 

Thesis ï óExtending the Human Security Perimeter through a Web of Trust. 

Other models for measuring human trust are briefly highlighted in the next 

section. 

 

2.3.4 Other Models for Measuring the Human Trust 

 

The subject of trust has been generating increased interest in organisational 

studies, most probably because many of the problems associated with 

organisational/system complexity have defied solutions, despite advances in 

technology. Cybersecurity is obviously one of such problems. Scholars have 

alluded to trust as a fundamental ingredient, a lubricant or an indispensable 

dimension of social interaction [2]. The importance of trust has been highlighted 

in many areas of human endeavour. These include communication, leadership, 

management by objectives, negotiation, game theory [121], performance 

appraisal, labour-management relations and implementation of self-managed 

work teams. In spite of the great deal of interest in trust among scholars, its 

study in organisations has remained problematic for a number of reasons. 

These include problems with the definition of trust; lack of clarity in the 

relationship between risk and trust; confusion between trust and its 
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antecedents/outcomes; lack of specificity of trust referents leading to confusion 

in levels of analysis; and a failure to consider both the trusting party (trustor) 

and the party to be trusted (trustee). Mayer et al. [2, 102] considered all these 

problems in varying degrees and came up with a model of trust of one individual 

or party for another, incorporating risk taking in the relationship. A major 

difficulty in previous researches on trust was a lack of clear differentiation 

among the factors that contribute to trust, trust itself, and its outcomes. Of 

particular significance is the relationship between trust and risk.  Though many 

researchers agree that the need for trust only arises in a risky situation, there is 

no consensus on its relationship with trust; it is unclear whether risk is an 

antecedent to trust, is trust, or is an outcome of trust ï and hence, the role of 

interpersonal trust in risk taking.  

 

In the following subsections, the definition of trust developed by [2] is presented, 

and it is differentiated from similar concepts. This would be followed by the 

characteristics of both the trustor and the trustee, which affect the amount of 

trust the trustor has for the trustee. Thereafter, the relationship between trust 

and risk is considered. Finally, the effects of context as well as the long-term 

development of trust will also be highlighted. A pictorial impression of an 

integrative model of organisational trust [2, 102] as deduced by Mayer et al. will 

be presented in the process of this brief coverage. 

 

Definition 

 

Mayer et al. [2]  began with the positions of several researchers on the concept 

of trust. He cited  Rotter [122] who defined trust as ñan expectancy held by an 

individual or a group that the word, promise, verbal or written statement of 

another individual or group can be relied upon.ò His other cited opinions include 

the ñwillingness to take risks may be one of the few characteristics common to 

all trust situations;" and in order ñto appropriately study trust there must be 

some meaningful incentives at stake and that the trustor must be cognisant of 

the risk involved.ò Mayer then defined trust as ñthe willingness of a party to be 

vulnerable to the actions of another party based on the expectation that the 

other will perform a particular action important to the trustor, irrespective of the 

ability to monitor or control that other party.ò He applied this definition to any 
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relationship with another identifiable party who is perceived to act and react with 

volition toward the trustor. With the introduction of vulnerability, this definition 

parallels other definitions because being vulnerable implies that there is 

something of importance that could be lost, and hence, an inherent risk is also 

germane. It should be noted that trust is not taking risk per se; it is rather a 

willingness to take risk. This distinction will be further explored in a later section.  

 

It is observed that many terms have been used synonymously with trust, thus 

muddling up the nature of trust. These include cooperation, confidence, and 

predictability. There is a need to differentiate trust from these concepts in order 

to correctly understand its nature [2, 102]. This is briefly attempted in the next 

three paragraphs. 

 

Cooperation 

 

Although trust and cooperation have at times been treated as synonymous, they 

are essentially two different concepts. One could cooperate with someone who 

one does not really trust for the following possible reasons: If it is known that 

there are control mechanisms to punish the trustee for untoward behaviour; if 

the situation does not make the trustor vulnerable; or where the trusteeôs 

motives coincide with the trustor's desires. Thus, cooperation without trust is 

possible where vulnerability is absent or minimal. 

 

Confidence 

 

The relationship between óconfidenceô and ótrustô is not clearly defined in the 

available literature [2]. After citing several authors to illustrate the lack of clarity 

in the distinction between the two terms, Luhmann [123] proposed a distinction 

that helps to differentiate trust from confidence. He noted that both concepts 

refer to expectations that might lead to disappointments. He argued that trust 

differs from confidence because it requires a previous engagement on a 

person's part, recognising and accepting the fact that risk does exist. Although 

Luhmann suggested that both confidence and trust may become routine, the 

distinction "de-pends on perception and attribution. If you do not consider 

alternatives (every morning you leave the house without a weapon!), you are in 
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a situation of confidence. If you choose one action in preference to others in 

spite of the possibility of being disappointed by the action of others, you define 

the situation as one of trust" [123]. In this differentiation between trust and 

confidence, it is documented that risk must be recognised in the former and 

assumed; such is not the case with confidence. The trustor's explicit recognition 

of risk in Mayerôs model [2]  eliminates the conceptual ambiguity inherent in 

other research conclusions such as the one presented by Coleman [124].  

 

Predictability 

 

As with cooperation and confidence, there is clearly a relationship between 

predictability and trust, but the association is also vague. While it is accepted 

that both prediction and trust are means of reducing uncertainty as documented 

by Lewis and Weigert [125], much of the literature tends to equate the duo as 

synonyms as highlighted by Gabarro [126]. He illustrated this point by citing 

many definitions of trust, including "the extent to which one person can expect 

predictability in the other's behaviour in terms of what is 'normally' expected of a 

person acting in good faith." In the words of Deutsch [127], in order for the term 

trust to be meaningful, it must go beyond predictability. He contended that to 

equate the two is to suggest that a party who can be expected to consistently 

ignore the needs of others and act in a self-interested fashion is therefore 

trusted because the party is predictable. A major lacuna in such an approach is 

the willingness to take a risk in the relationship and to be vulnerable. One can 

believe such a trustee to be predictable in a situation in which the trustee 

influences resource distribution between the trustee and the trustor but also be 

unwilling to be vulnerable to that trustee. It is obvious that another party's 

predictability is not sufficient to make a person willing to take a risk.  

 

Another clear illustration is that, if a person's superior always "shoots the 

messenger" when bad news is delivered, the superior is predictable. However, 

this predictability will not increase the likelihood that the individual will take a 

risk and deliver bad news to him. On the contrary, predictability can reduce the 

likelihood that the individual will trust and therefore take actions that allow 

vulnerability to the superior. Hence, predictability is insufficient to engender 

trust; and cannot be equated with trust [127]. The highlights on the factors 
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concerning the trustor and trustee, which lead to trust would further illustrate 

this point, as discussed next.  

 

 

Characteristics of the Trustor  

 

This and the next sections deal with factors concerning the trustor and then the 

trustee; which lead to trust. These components of the trust model are illustrated 

in Figure 2.8.  

 

                         

  

One major factor which will determine the trust that one party has for another 

relates to the traits of the trustor; some parties are more likely to trust than are 

others. Many authors have considered trust from the perspective of a person's 

general willingness to trust others. One of the early trust theorists was Rotter 

[122], who defined interpersonal trust "as an expectancy held by an individual or 

a group that the word, promise, verbal or written statement of another individual 

or group can be relied upon." This definition seems to suggest that the author is 
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Figure 2.8. Mayerôs Proposed Model of Trust   [2] 
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speaking of trust for a specific trustee, but his widely used trust scale focuses 

on a generalised trust of others; something like a personality trait that a person 

would presumably carry from one situation to another. For instance, typical 

items in his scale include: "In dealing with strangers one is better off to be 

cautious until they have provided evidence that they are trustworthy;" and 

"Parents usually can be relied upon to keep their promises." An aspect of this 

concept is demonstrated in the results of trust measurement using Rotterôs 

Interpersonal Trust Scale [128]; a scale of 25-Question Graded Questionnaire 

whose responses measure the examinee as a trustor and then uses oneôs 

scores as a trustor to serve as a reflection of oneôs disposition as a trustee. That 

is if Mr óAô trusts others 75% of the time as a trustor, then, there are chances 

that he would be 75% trustworthy as a trustee. A series of practical tests led to 

the following conclusion: ñPeople who trust more are less likely to lie and are 

possibly less likely to cheat or steal. They are more likely to give others a 

second chance and to respect the rights of othersò [128]. Rotterôs Interpersonal 

Trust Scale is attached as Appendix 5 

 

Other authors who have discussed trust in similar veins include Dasgupta, who 

sees generalised expectations of others as a major element in trust. For 

instance, "Can I trust people to come to my rescue if I am about to drown?" 

[129]. In the same vein, Farris et al. [130] defined trust as "a personality trait of 

people interacting with the peripheral environment of an organisation." That is, 

trust is viewed as a trait that leads to a generalised expectation about the 

trustworthiness of others.  

 

In the trust model in Figure 2.8, this trait is referred to as the propensity to trust. 

Propensity could be thought of as the general willingness to trust others; people 

with different experiences, personality types, and cultural backgrounds vary in 

their propensity to trust [131]. Propensity will influence how much trust one has 

for a trustee prior to the availability of any data on that particular trustee ï this is 

akin to what is referred to as blind trust (or bind love). Propensity is an 

associate of credulity, gullibility, naivety, unwariness or the tendency to do 

something (e.g., trust) without any cogent reason as it affects the characteristic 

of an individual or group.  
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The propensity to trust is similar to the concept of risk propensity in the model 

for the determinants of risk behaviour, as espoused by  Sitkin and Pablo [132]. 

They define risk propensity as "the tendency of a decision maker either to take 

or avoid risks" [132]. However, this differs from the propensity to trust others as 

adopted by Mayer et al. [2]  because risk propensity, as defined, is situation-

specific and it is affected by both personality characteristics and situational 

factors, whereas propensity to trust is viewed as a trait that is applicable to 

different situations. Based on the foregoing, Mayer et al. [2] posited that:  

 

ñThe higher the trustor's propensity to trust, the higher the trust for a trustee 

prior to the availability of information about the trustee.ò  

 

It is to be noted that, though an understanding of trust requires the 

consideration of the trustorôs trust propensity, a given trustor has varied levels of 

trust for various trustees. Thus, the trustorôs propensity alone is not sufficient. 

Hence, this variance is addressed in the next section by examining the 

characteristics of the trustee.  

 

Characteristics of the Trustee and the Concept of Trustworthiness  

 

An approach to understanding why a given party will trust another party more or 

less than others is to consider the attributes of the trustee. Ring and Van de 

Ven [133] argued that due to the possibility of risk in transactions, managers 

must concern themselves with the trustworthiness of the other party. A number 

of authors have considered why a party will be judged as trustworthy. Citing 

several authors, Mayer et al. [2]  noted that credibility is affected by two factors; 

expertise and trustworthiness. Trustworthiness is a function of motivation (or 

lack of it) to lie. For example, if the trustee had something to gain by lying, he or 

she would be seen as less trustworthy. Generally, trust is based on 

expectations of how another person will behave, based on that person's current 

and previous implicit and explicit claims. In fiduciary relationships, trust is based 

on a belief in the professional's competence and integrity. A careful examination 

of the items in Johnson-George and Swap's [134] measure of trust reveals that 

they reflect inferences about the trustee. All available authors [2]  have 
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suggested that the characteristics and actions of the trustee will make him/her 

more or less trustworthy. Hence, in order for researchers to understand why 

some parties are more trusted than others, a clear assessment of these 

trusteeôs characteristics are indispensable. A substantial number of the 

characteristics are highlighted in the treatment of trust under Section 2.3.2. 

Figure 2.8 summarises these factors of trustworthiness to three; namely, ability, 

benevolence, and integrity. These three characteristics of the trustee that must 

interplay with the trustorôs propensity to trust in order to determine 

trustworthiness are briefly highlighted next. These variables are not trust per se, 

but they help to build the foundation for the development of trust. 

 

The Factors of Trustworthiness 

 

Some authors identify a single trustee characteristic that is responsible for trust, 

whereas other authors demarcate as many as ten characteristics [2, 135]. In 

spite of this discrepancy among the researchers, three characteristics of a 

trustee appear to be constant in the literature; namely, ability, benevolence, and 

integrity. These three appear to account for a major portion of trustworthiness. 

Each3 of these contributes a unique perceptive perspective from which to 

assess the trustee, while the set provides a solid foundation for the empirical 

study of trust for another party [2].  

 

  Ability - Ability relates to that group of skills, competencies, and characteristics 

that enable a party to have influence within some specific domain. This area of 

the ability is specific because the trustee may be highly competent in some 

technical area, affording that person trust on tasks related to that area, having 

little or lacking aptitude, training, or experience in another area - for instance, in 

interpersonal communication. Although such an individual may be trusted to do 

analytic tasks related to his or her technical area, the individual may not be 

trusted to initiate contact with an important customer. Hence, trust is relative to 

the domain of competence [136, 137]. Other terms used in the literature which 

                                                      
3
It is interesting to note that Aristotle's Rhetoric suggests that a speaker's ethos (Greek root for 

ethics) is based on the listener's perception of three things: intelligence; character (reliability, 
honesty); and goodwill (favourable intentions toward the listener). These bases provide an 
interesting parallel with the factors of ability, integrity, and benevolence, respectively.  
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also connote ability in a similar context include competence, perceived 

expertise, expertness, functional/specific competence, interpersonal 

competence, business sense and judgment. Whereas these terms connote a 

set of skills applicable to a single, fixed domain (e.g., interpersonal 

competence), ability highlights the task- and situation-specific nature of the 

construct in the model proposed by Mayer et al. [2]. 

 

Benevolence ï Apart from the self-centred profit motive, benevolence is the 

extent to which a trustee is believed to be interested in doing good to the 

trustor. Benevolence suggests that the trustee has some specific attachment to 

the trustor; e.g., the attachment in the relationship between a mentor (trustee) 

and a mentee (trustor). The mentor wants to help the mentee, even though the 

mentor is not required to be helpful, and there is no extrinsic reward for the 

mentor. Benevolence is the perception of a positive orientation of the trustee 

toward the trustor [2]. Other researchers also used expressions that connote 

benevolence as a basis for trust. These include: trusteeôs motivation to lie 

(inversely proportional to high benevolence); intentions/motives; altruism; loyalty 

[135]; the extent to which the leader's behaviour is relevant to the individual's 

needs and desires of the led; and the likelihood that the trustee would give 

priority to organisational goals ahead of individual goals. 

 

Integrity ï Basically, the relationship between integrity and trust involves the 

perception that the trustee adheres to a set of principles that are appealing or 

acceptable to the trustor. McFall [138] and Biba [139] illustrated why not only 

the adherence to but also acceptability of the principles are important. She 

posited that mere following of a set of principles defines personal integrity. 

However, if that set of principles is not deemed acceptable by the trustor, the 

trusteeôs integrity would not be considered relevant for the purpose of 

trustworthiness; she called this moral integrity. The issue of acceptability 

precludes the argument that a party who is committed solely to the principle of 

profit seeking at all costs would be judged high in integrity, except in the unlikely 

event where this principle is acceptable to the trustor. Other connotations of 

integrity include the consistency of the party's past actions; credible 

communications about the trustee from other unrelated parties; the belief that 

the trustee has a strong sense of justice; and the extent to which the trustee's 
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actions are in tune with his or her words. Even though a case could be made 

that there are differentiable reasons why the integrity of a trustee could be 

perceived as higher or lower (e.g., lack of consistency is different from 

acceptability of principles), in the evaluation of trustworthiness it is the 

perceived level of integrity that is important rather than the reasons why the 

perception is formed  [138] 

 

From the foregoing, it is clear that the three factors of ability, benevolence, and 

integrity are common to most of the previous works on trust. These three factors 

appear to explain concisely the reasons for the variation in the level of trust that 

a trustor may have for trustees. Hence, Mayer et al. concluded, in line with the 

trust model in Figure 2.8, that:  

 

ñTrust for a trustee will be a function of the trustee's perceived ability, 

benevolence, and integrity and of the trustor's propensity to trustò [2]. 

 

Interrelationship of the Three Factors 

 

Ability, benevolence, and integrity are important to trust, and each may vary 

independent of the others. This does not imply that the three are unrelated to 

one another; it only means that they are separable [2]. Consider the case of an 

individual and a would-be mentor. Ideally, the individual would want the mentor 

to be able to have the maximum positive impact on the menteeôs career and to 

assist/guide the mentee as much as possible. The extent to which the mentee 

would trust the mentor is a function of the menteeôs perception that the mentor 

has the ability to be helpful. This perception, alone, would not assure that the 

mentor would be helpful; it would only mean that the possibility exists. 

 

As regards the mentorôs integrity, it is a function of previous positively viewed 

actions of the mentor in his or her relationships with others, compatibility of the 

mentor's statements with actions, and credible communications from others 

about honourable actions by the mentor. However, even if the individual is 

assessed to have high integrity, he or she may or may not have the knowledge 

and capabilities to be a helpful mentor. Hence, integrity alone will not make the 

individual a trusted mentor. 
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Consider the case of the person whose integrity is well known and whose 

abilities are stellar. Only these two would not guarantee that this potential 

mentor is trustworthy. This individual may have no particular attachment to the 

projected mentee. Relative to the organisational setting, the projected mentee 

might not trust the potential mentor enough to divulge sensitive information 

about mistakes or shortcomings to him. If the manager were also benevolent 

toward the projected mentee, he or she may try to protect him/her from the 

possible consequences of mistakes. A manager who is less benevolent to the 

focal employee may be more disposed to using the information in a way that 

helps the company most, even at the possible expense of the employee. 

However, benevolence by itself is not sufficient to engender trust. Thus, a well-

intentioned person who lacks ability may not even know who in the organisation 

should be made aware of pertinent information. Rather than being helpful, such 

a person could actually do harm to the employee's career. Thus, a perceived 

lack of any of the three factors could undermine trust. 

 

Ordinarily, if ability, benevolence, and integrity were all perceived to be high, the 

trustee would be deemed quite trustworthy. However, trustworthiness should be 

thought of as a continuum, rather than the trustee being either trustworthy or not 

trustworthy. Each of the three factors can vary along a continuum [2]. Although 

the simplest case of high trust presumes a high level of all three factors, there 

may be situations in which a meaningful amount of trust can develop with lesser 

degrees of the three. While it is obvious that, when all the three factors are high, 

it signifies a high level of trustworthiness, it would also be of interest to find out 

the amount by which these factors or some of them must drop before a trustee 

could be adjudged as untrustworthy. Similarly, the knowledge of the situations 

in which each of the three factors is most sensitive or critical would be of great 

importance and worth investigating. This leads to the pertinent interactive role of 

propensity in trust assessment.  

 

Prior to the development of any relationship between two parties ï when little or 

nothing is known about the three attributes of ability, benevolence, and integrity 

- the trust model in Figure 2.8 can explain trust using propensity. As a 

relationship begins to develop, the trustor may be able to obtain data on the 

trustee's integrity through third-party sources and observation, with little direct 
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interaction. At this stage, since there is little information about the trustee's 

benevolence toward the trustor, it is suggested that integrity will be important to 

the formation of trust early in the relationship. As the relationship develops  

further, interactions with the trustee allow the trustor to gain insights about the 

trustee's benevolence, and the relative impact of benevolence on trust starts to 

grow. Thus, the development of the relationship is likely to alter the relative 

importance of the factors of trustworthiness. Hence, Mayer et al. concluded 

thus:    

 

ñThe effect of integrity on trust will be most salient early in the relationship prior 

to the development of meaningful data on benevolence, and the effect of 

perceived benevolence on trust will increase over time as the relationship 

between the parties developsò [2]. 

 

Each of these three factors captures some unique elements of trustworthiness. 

It was earlier posited, parsimoniously, that as a set, ability, benevolence, and 

integrity appear to explain a major portion of trustworthiness. Each element 

contributes a unique perceptive perspective from which the trustor considers the 

trustee. If a trustee is perceived as high on all three factors, it is argued here 

that the trustee will be perceived as quite trustworthy. Next is a brief explanation 

of risk and its relationship with trust. 

 

Risk Taking in Relationship   

 

It was previously emphasised that risk is an essential component of a model of 

trust. It is important for its role in trust-related matters to be clearly spelt out and 

understood by all; researchers, students and both advertent and inadvertent 

practitioners. There is no risk taken, per se, in the willingness to be vulnerable 

(i.e., to trust), but risk is inherent in the behavioural manifestation of the 

willingness to be vulnerable. In other words, one does not need to risk anything 

in order to trust; however, one must take a risk in order to engage in trusting 

action. The fundamental difference between trust and trusting behaviours 

(actions) is the same as the difference between a "willingness" to assume risk 

and actually "assuming" risk [2, 102]. Trust is the willingness to assume risk; 

behavioural trust is the assuming of risk. This critical differentiation highlights 
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the importance of clearly distinguishing between trust and its outcomes. It is 

reiterated that trust will lead to risk taking in a relationship, and the form of the  

risk taking depends on the situation. Even though the form of the risk taking 

depends on the situation, the quantum of risk that a party will take is a function 

of the amount of trust for the other party; a case of direct proportionality.  

 

From the foregoing, it should be understood that the outcome of trust in the 

model proposed by Mayer et al. [2] is Risk Taking in Relationship (RTR). RTR 

as an inherent outcome of trust is different from general risk-taking actions 

because it can occur only in the context of a specific and clearly identifiable 

relationship between two parties. In addition, RTR suggests that trust will 

increase the likelihood that a trustor will not only form some affective link with a 

trustee but also that the trustor will allow personal vulnerability. The separation 

of trust from RTR is as illustrated in Figure 2.8 by the inclusion of a box 

representing each construct.  

 

It should also be noted that trust is not involved in all risk-taking actions. A good 

illustration is the case of a farmer who invests time and resources into planting 

crops; the farmer is taking a risk with the assumption that sufficient rain will fall 

during the critical times of the growing season so that there will be a profitable 

yield. Although this action involves risk, it does not involve a trust as defined in 

this theory (Mayerôs trust model), because there is no relationship with an 

identifiable "other party" to which the farmer would make himself or herself 

vulnerable. Nevertheless, proponents of a sociological approach might argue 

that this is an example of trust because there is a system that produces 

meteorological forecasts; Sitkin and Pablo are of the view that perceptions of 

meteorologists' accuracy would affect risk perception [132]. It should be 

remembered that the meteorologists do not control the weather; they merely 

provide data about the likelihood of various weather scenarios. Thus, the farmer 

does not trust the weather but takes a risk on what the weather will do [127]. 

The assessment of risk in a situation involves consideration of the context, such 

as weighing the likelihood of both positive and negative outcomes that might 

occur. If a decision involves the possibility of both negative and positive 

outcomes, the aggregate level of risk would be different, compared to a 

situation in which only the possibility of the negative outcome exists.  
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In summary, trust is a willingness to be vulnerable to another party, but there is 

no risk involved with holding such an attitude. Trust increases the likelihood of 

RTR, which is the behavioural manifestation of trust. Whether or not a specific 

risk will be taken by the trustor is determined by both the amount of trust for the 

trustee and by the perception of risk inherent in the behaviour. Mayer et al. then 

concluded that ñRTR is a function of trust and the perceived risk of the trusting 

behaviour.ò After illustrating the significance of risk in the trust model of Figure 

2.8, the effect of context and the evolution of trust will be briefly highlighted in 

the next paragraphs. 

 

The Role of Context  

 

From the above, discussion on risk-taking behaviour makes a clear argument 

for the significance of the context in which the risk is to be taken. Even though 

the level of trust (as determined by ability, benevolence, integrity and propensity 

to trust) may be constant, the specific consequences of trust will be determined 

by contextual factors; the stakes involved, the balance of power in the 

relationship, the perception of the level of risk, and the alternatives available to 

the trustor. In the same vein, the assessments of the antecedents of trust 

(ability, benevolence, and integrity) are affected by the context. In a nutshell, the 

trustorôs perception and interpretation of the context of the relationship will affect 

both the need for trust and the evaluation of trustworthiness. Changes in the 

political climate and the perceived volition of the trustee in the situation can 

cause a re-evaluation of trustworthiness. Where there is a strong organisational 

control system, this could impede the development of trust, because a trustee's 

actions may be interpreted as responses to that control rather than signs of 

trustworthiness. Therefore, a clear understanding of trust for a trustee 

necessitates understanding how the context affects perceptions of 

trustworthiness.  

 

Long-Term Effects 

 

So far, in the trust model proposed by Mayer et al., as illustrated in Figure 2.8, 

trust is only described at a given point in time. There is a need to consider the 
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evolution of trust within a relationship in order to understand it completely [2, 

140, 141]. This is necessary because the level of trust will gradually evolve as 

the parties interact. Available literature indicates that there are several factors 

that affect the process by which trust evolves. Most of these factors revolve 

around the fact that low trust will lead to a greater amount of surveillance or 

monitoring of work progress by the supervisor (trustor); since the employee 

(trustee) would interpret this as evidence of distrust by the supervisor, this 

would lead to a chain of actions and reactions whose outcomes influence how 

trust would evolve between the two parties. Some researchers have suggested 

that since reputation evolves from patterns of previous behaviour, the 

emergence of trust can be demonstrated in game theory [121, 142, 143].  

 

The trust model proposed by Mayer et al. [2] incorporates the dynamic nature of 

trust. This is symbolised in Figure 2.8 by the feedback loop from the 

"Outcomes" of RTR to the perceived characteristics of the trustee. This 

dynamism is demonstrated by the fact that when a trustor takes a risk in a 

trustee that leads to a positive outcome, the trustor's perceptions of the trustee 

are enhanced. Similarly, perceptions of the trustee will decline when trust leads 

to an unfavourable outcome. Boyle and Bonacich have suggested that the 

outcomes of engaging in a trusting behaviour will affect trust ódirectlyô [140]. 

Contrary to this conclusion, Mayer et al. asserted in their conclusion that, as 

illustrated in Figure 2.8, the outcomes of the trusting behaviour (RTR), whether 

favourable or not, will influence trust óindirectlyô [2] at the next interaction, 

depending on the situation. This influence is, principally, an update of the 

trustorôs prior perceptions of the ability, benevolence, and integrity of the 

trustee. 

 

Comparison of Trust Scales 

 

Adekaôs statistical and graphical approaches at estimating the measure of trust 

in Section 2.3.3 apply only to the case of secret sharing. This merely proves 

that the amount of trust in the secret sharing process is directly proportional to 

its number of participants (trustees). Outside this domain, it is not a trust scale 

per se, in the strict sense of the nomenclature. 
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The trust model, as proposed by Mayer et al., is the first that explicitly considers 

both characteristics of the trustee as well as the trustor. It clearly distinguishes 

trust from the factors that contribute to it, and as well differentiates trust from its 

outcome of risk taking in the relationship. The model defines trust in such a way 

that distinguishes it from other similar concepts (cooperation, confidence, 

predictability), which have often been confused with trust in the literature. 

Additionally, the critical role of risk is clearly specified in this model. The model 

presents a versatile and dynamic definition of trust with a set of its determinants 

on the part of the trustee (ability, benevolence, and integrity) and the trustor 

(propensity to trust). It is noteworthy that the model also highlights the 

significance of context and long-term effects in the evolution of trust. The 

differentiations between factors that cause trust, trust itself, and outcomes 

(RTR) of trust are critical to the validation of the model; all the three component 

elements must be measured in order to fully test the model. The most 

problematic component of the model from the standpoint of measurement is 

trust itself; because trust is a willingness to be vulnerable, a measure that 

assesses that willingness is needed. 

 

Rotterôs Interpersonal Trust Scale was also highlighted, as reflected in Appendix 

5; it is used to measure generalised trust of others. It estimates, quantitatively, 

the trusting attributes of a trustor and uses the result as a gauge for the trustorôs 

trustworthiness. That is, using the argument that one who trusts others is likely 

to be trustworthy. The product of Rotterôs and similar scales could serve as a 

veritable aid for the proposed Mayerôs scale. This, to a large extent, defines the 

parsimony of Mayerôs scale; it would rely on other means to measure most of its 

quantities ï including trust itself. 

 

After dealing with trust and its related concepts above, the concept of security 

itself will be briefly highlighted next to serve as a basis for the treatment of 

analysis/synthesis and the military/civil security assessment processes that 

follow in order to focus on the need for a risk-centred 3-factor security 

assessment technique.  
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2.4 Security Concepts and the Military Security Assessment Process 

 

2.4.1 Security Concepts 

A look up on security in dictionaries yields a general view that security is 

ñfreedom from danger, risk or lossò [144, 145]. In the context of this research 

work, the concern is about dangers, risks and losses associated with 

computers, its information/data and network transactions. Fundamentally, the 

need for cryptography arose in response to the requirements to secure 

information, whether in storage or transit. The most primary security needs it 

sets out to address are confidentiality, integrity, availability and authenticity [1]. 

 

While authentication is used for the symmetric (private-key) cryptography, its 

equivalent in asymmetric (public-key) cryptography is the digital signature. An 

authentication is implemented by means of a Message Authentication Code 

(MAC) generated by the sender, with an authentication key which is shared by 

the sender and the receiver. On the other hand, certification of each 

participantôs public key is effected via the digital signature of a Certification 

Authority (CA) in a Public Key Infrastructure (PKI) scheme [23]. 

 

The above concepts are vital security requirements for social interaction using 

computers, just as they are in face-to-face interactions: that someone is who he 

claims to be; that someoneôs credentials, whatever type, are valid; and that a 

document purporting to have come from a person actually came from that 

person. These are the functions of authentication, integrity, and non-

repudiation, respectively [146]. 

 

In assessing security problems in a system, it is important to appreciate several 

characteristics of the systemôs security posture. These must include the threats, 

vulnerabilities and risks [1]. Threats are the events, issues or entities that can 

potentially do harm to the security of the system; these may be intentional or 

otherwise, including natural disasters. Vulnerabilities are the channels or means 

that make it possible for or engender a potential ability for harm to afflict the 

system; they are opportunities for harm to occur. For instance, lack of balanced 

diets makes a person vulnerable to diseases or leaving the gate unlocked 
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amounts to a vulnerability in the physical security of the house. Lastly, risks are 

said to exist where both threats and vulnerabilities co-exist. In other words, a 

threat to a system that can actually use an already existing vulnerability to 

compromise the security of the system creates a risk. For example, in an army 

that is facing a completely illiterate enemy, writing down the orders at all, in 

plain text, constitutes vulnerability, but there is no risk associated because there 

is no corresponding threat, since the enemy lacks the ability to read the 

message. Usually, in a systematic risk analysis to determine the potential 

problems in the security of a system, it is useful to create a matrix of the various 

threats and vulnerabilities associated with the system (Risk Assessment Matrix) 

[1]. 

 
2.5 Analysis, Synthesis and the Three-Factor Security Assessment 

  

The discovery of the 3-factor security assessment process, and its revolutionary 

derivatives, calls for a redefinition or new understanding of the relationship 

between the terms óAnalysisô and óSynthesisô, as well as the intricate 

relationship among the security assessment factors of risk, threat and 

vulnerability, especially in the military.  

 

This section is a direct consequence of the pragmatic conclusion in the last 

paragraph of Section 2.4.1, i.e., the object of every security assessment is the 

determination of possible Risk(s) relative to the asset to be protected, and that 

this risk could be systematically calculated quantitatively, using the Risk 

Assessment Matrix approach; with Threat(s) and Vulnerabilit(ies)y as inputs ï 

hence, a 3-facor security assessment approach. Other than this approach, the 

security assessment process could be anything but systematic; haphazard, 

uncoordinated and stressful. Though this approach is not entirely new in the 

civil security sector of the security industry, it is contrary to the norm in most 

armies throughout the world. With the exception of the US military (probably, 

with some allies), which discovered the anomaly in 1998 and took steps to 

rectify it by 2006, most military establishments around the world are unaware of 

the inconsistency. Some armies also discovered the anomaly around the turn of 

the century but, rather than rectifying the situation, they adopted the 

Manoeuvrist Approach; a winding and rather complex approach to military 

appreciation, estimate process or a security assessment process which does 
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not really simplify the process ï rather, it makes the assessment process more 

subjective and less quantitative.   

 

In the search for an answer, as regards the reason (s) behind the disparity in 

the practice between the civil and military elements of the security industry, the 

researcher discovered that possible misconceptions (with the exception of 

Indian Army) surrounding the terms Analysis (as employed in the treatment of 

the Intelligence Cycle; i.e., Intelligence Analysis) and Synthesis, were most 

probably responsible. Hence, as a by-product or derivative of this research 

effort, Adeka [34] gives a detailed treatment of the security 

assessment/management processes and the intricate relationship that exists 

between the two evaluation terms/techniques of analysis and synthesis, with 

some revolutionary results. This section gives a synopsis of the findings with 

pertinent and innovative propositions.  

 

The factual reality is that analysis and synthesis, as scientific methods, always 

go hand in hand; they complement each other. Every synthesis is built upon the 

results of a preceding analysis, and every analysis requires a subsequent 

synthesis in order to verify and correct its results [86].  The analysis is planned 

and structured so that the problems could be framed up, while synthesis is 

emergent and facilitates the making of connections that identify breakthrough 

ideas and opportunities. While analysis is a means to an end, synthesis is the 

actual end or resides at the end. This intricately interwoven relationship is aptly 

illustrated in Figure 2.9 [147]. Thus, it would not be correct to adopt one method 

to the exclusion of the other, even as a reductionist. Reductionism alone is not 

sufficient as an effective evaluation approach because it is learned from 

Aristotelian quotes that ñthe Whole is greater than the Sum of its partsò [148]]. It 

might be useful to pen down some definitions at this stage. 
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         Figure 2.9.  Analysis and synthesis [147] 
 

2.5.1 Definitions 

 

× Analysis - Resolution of anything complex into simple elements (opposite of 

synthesis); i.e., the separation of an intellectual or material whole into its 

constituent parts for individual study [149]. In other words, ñthe separation of 

something into its constituents in order to find out what it contains, to 

examine individual parts, or to study the structure of the wholeò [150]. 

× Syn- and Thesis - The prefix ósyn-ô is of Greek origin, meaning ótogetherô, 

ótogether withô or óunitedô [119]. Similarly, the word óthesisô comes 

from tithenai, which is Greek for óto put or lay downô [150]. 

× Synthesis - The combining of the constituent elements of separate material 

or abstract entities into a single or unified entity (opposite of analysis); i.e., a 

complex whole  is formed by combining individual pieces [150]. In Greek, it is 

Synthesis Analysis 

Facts Insights 
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called suntithenai, which means place together or put together [151]]. In other 

words, a new unified whole resulting from the combination of different ideas, 

influences, or objects [150], is formed to facilitate a study of the complete 

entity. Hence, the Aristotelian quotes: ñThe Whole is greater than the Sum of 

its partsò [148].  

× Threat - The potential for a threat-agent to exploit or accidentally trigger a 

specific vulnerability [152]; i.e., a potential that an event, process, activity, or 

substance can be perpetuated by one or more threat agents that have an 

adverse effect on an organisation, via a specific vulnerability [152]. Thus 

defined, it implies that a threat is not significant unless a specific vulnerability 

corresponding to it can be identified [1, 153]. 

 

× . The US military uses hazard, mostly, in place of threat or interchangeably, 

and danger for vulnerability [154]. The militaryôs Composite Risk 

Management (CRM) process ñdoes not differentiate between the sources of 

the hazard,ò [154], thus, vulnerabilities are usually treated as hazards or 

threats (leading to Equation (2.29)); vulnerability is not mentioned in its 5-

step CRM process. However, this is not without some measure of apparent 

inconsistencies; sometimes threat and hazard are used to differentiate 

between threats emanating from the enemy and natural disasters 

respectively [154]. 

 

× Intelligence Analysis - Intelligence analysis establishes the significance and 

implications of processed information, integrates it by combining disparate 

pieces of information to identify collateral information and patterns, then 

interprets the significance of any newly developed knowledge [155]. In other 

words, intelligence analysis is the interpretation of the significance and 

implications of integrated processed bits of information. 

 

×  Threat Analysis - The examination of threat-agents against system 

vulnerabilities to determine the threats for a particular system in a particular 

operational environment. Threat analysis is synonymous to threat 

assessment [152]. 
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× Vulnerability -  A flaw or weakness in system security procedures, design, 

implementation, or internal controls which, if exploited or accidentally 

triggered, could result in a security breach or a violation of the systemôs 

security policy [1]. 

 

× Risk - Risk refers to the likelihood that vulnerability will be exploited or 

triggered; that a threat may become harmful [1]. Inherent in this definition are 

two possible deductions. The first is that risk is not a function of the action to 

be taken as viewed by many; rather, it is strictly dependent on the degree of 

match or mismatch between threats and vulnerabilities, to the advantage of 

the adversary or threat-agent. Secondly, the two most conspicuous 

components of risk are the threat and vulnerability; both must 

correspondingly co-exist for risk to exist [1]. In other words, as far as the 

identification of risk is concerned, a threat carries no significance unless it 

has a co-existing or potential vulnerability that corresponds to it, and vice 

versa. The tripartite relationship among the trio is such as to mathematically 

satisfy Equations (2.28) and (2.29) [34]; Equation (2.29) applies to the US 

military model only. 

 

vtr Ø=              (2.28) 

 ( )vtr Ù== tt,                       (2.29) 

  

 Where r denotes Risk, t denotes Threat, v stands for Vulnerability, Ű is as 

defined and the symbols óô᷈ and óô᷉ represent the logic operators óANDô and 

óORô respectively. Equation (2.28) is the substantive formula for determining 

the existence of risk in the risk assessment process, while Equation (2.29) 

specifically applies to the US military approach as a variant of Equation 

(2.28); this is a consequence of the apparent inconsistency in its concepts of 

threat as illustrated in the above definition. These two equations were 

originally derived by the author as a consequence of his understanding of the 

tripartite relationship among the three concepts; risk, threat, and vulnerability. 

They may be referred to as Adekaôs Twin Risk Equations (ATREs); for the 3-

factor security assessment process. The curve of Equation (2.28) is as 

plotted in Figure 2.10. It depicts the existence of Risk on the graph of Threat 
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against Vulnerability; i.e., risks exist only if, and only if, corresponding threats 

and vulnerabilities co-exist.  

 

 

 
 

Figure 2.10. Risk exists iff corresponding threat and vulnerability co-exist. 
 

2.5.2 Security Assessment Procedure in the Nigerian Defence and 

National Security Agencies 

 

The security agencies strictly covered by this section are those established by 

the National Security Agencies Act of 1986; these are the Defence Intelligence 

Agency (DIA), State Security Service (SSS or DSS) and National Intelligence 

Agency (NIA). It is noted that, currently, the DIA has operatives outside its 

headquarters, in addition to the Services intelligence establishments; the 

Nigerian Army Intelligence Corps (NAIC), Directorate of Naval Intelligence (DNI) 

and the Directorate of Air Intelligence (DAI). Appropriate examples will be cited 

from the Nigerian Army (NA), where necessary, to reflect the case in the Armed 

Forces of Nigeria (AFN), and NAIC to reflect the practice in the Defence 

Intelligence. Where there is divergence, examples would also be cited from the 

other agencies within the national intelligence community. References could be 

made to cases outside Nigeria. The affected establishments are illustrated in 

Figure 2.11. 

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

Vulnerability

T
h

re
a
t

 

 

Risk



89 

 

 
 

Figure 2.11.  Nigerian Armed Forces and national security agencies: 
operational and administrative/supervisory chains of command. 

 
 
LEGEND 

 

  ...   Operational Chain of Command 

  ...   Administrative/Supervisory Chain of Command  

C in C  ...   President & Commander in Chief 

MOD  ...   Ministry of Defence 

DHQ  ...   Defence Headquarters 

NA  ...   Nigerian Army 

NN  ...   Nigerian Navy 

NAF  ...   Nigerian Airforce 

DIA  ...   Defence Intelligence Agency 

NAIC  ...   Nigerian Army Intelligence Corps 

DNI  ...   Directorate of Naval Intelligence 

DAI  ...   Directorate of Air Intelligence 

NSA  ...   National Security Adviser  

NIA  ...   National Intelligence Agency 

SSS  ...   State Security Service (Department of State Service (DSS)) 
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It is not intended to discuss the mechanical details of security operations or the 

evaluation process by the affected organisations. Rather, the general 

assessment concept, approach and the target of the assessment constitute the 

focus of this segment. 

 

The concern of this section is a case of a security assessment practice whereby 

threat analysis is usually overemphasised to the detriment of vulnerability; in 

fact, the phrase vulnerability analysis is never heard of. The threat is usually 

given the boldest heading in security evaluations, with its details and 

characterisation, while vulnerability, if mentioned at all, is accorded a mere 

casual reference. The term risk suffers the same fate as a does vulnerability. 

This is not to say that the security assessments have been useless all through, 

no; rather, the issue is that even when experts engage in security evaluations 

which unconsciously involves threat analysis, vulnerability analysis, risk 

analysis and, even, risk management -  all these have always been tagged with 

the label of threat analysis alone. The great possibility here is that it is either the 

terms are individually not critically understood or their technical inter-

relationships have never been carefully weighed. In the case of the US military, 

where vulnerability could be synonymous to threat [154], it means that threat 

would be equal to risk, for Equation (2.28) to hold; they use only the two terms 

of threat and risk (since v could be synonymous to t); due to their rather 

awkward but unique concept, where t and v are lumped up together as one and 

the same quantity [154] and they would specify when the entity is called threat 

(prior to risk assessment), distinctive from when it is referred to as risk (after risk 

assessment). That is, when v is synonymous to t in Equation (2.28), r = t, and 

vice versa; r = Ű in Equation (2.29), with Ű as defined.  In Nigerian case 

(Nigerian military and others not aligned with the US military), the notion is that 

at all times and in all situations, t = t (with r = 0; v = 0); this is an impossible 

arithmetic, which is not in accord with reality. This is why the very bulky and 

complex security evaluations done quarterly or annually by the DMI for the 

Chief of Army Staffôs (COAS) conferences are simply tagged óDMI THREAT 

ANALYSIS.ô 
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Heritage 

 

The fore-runner of the NAIC (DMI) was the Field Security Section (FSS) of the 

Royal Nigerian Army, which was established on 1st November 1962 under the 

command of Captain PG Harrington (BR) of the British Army as General Staff 

Officer Grade 2 Intelligence (GSO2 Int) [156]. Major CK Nzeogwu was the first 

Nigerian officer to hold that appointment from November 1962 to 1964 [157]. 

Evidence abound to prove that the NAIC took an active part in the training of 

officers and personnel of the DNI, DAI, the Nigeria Police (NP) and, especially, 

the SSS. In general, it could be argued that the entire Nigerian military derived 

its heritage from the British Armed Forces; Nigeria being a former British colony. 

 

Effect of Heritage and Association 

Whatever is said about the DMI above, in respect of its security assessment 

process, is also representative of the other military security agencies (DNI, 

DAI). This is also true of the other security agencies (NIA, DSS); the only 

difference might be that, while in one instance óThreat Analysis or Threat 

Assessmentô would be the main title heading of the assessment report itself, in 

another instance the same phrase may be a centre or group heading towards 

the end of the report in the analysis or assessment segment. In virtually all 

cases, the entire assessment is on threats, without mentioning vulnerability or 

risk; not to talk of measuring or calculating risk.  

The above contagious phenomenon is also true about the sister Services of the 

AFN {NA, Nigerian Navy (NN) and Nigerian Air Force (NAF)} represented by the 

NA. There were no provisions for risk, threat and vulnerability in the template for 

the military decision-making process (military appreciation) which the NA used 

up to March 2003. An individual expert might make casual references to some 

of these terms here and there in the appreciation process, but definitely without 

any papered calculations. In an apparent effort to improve the existing system, 

the British Army introduced what is termed the Manoeuvrist Approach in warfare 

to the NA in 2003. In the 6-step estimate process employed by this new 

approach, critical vulnerability (without threat and risk) is mentioned in Step 1, 

while risk (without threat and vulnerability) is mentioned in Steps 4 and 5. In all 

the instances, there is no provision for calculating risk.  
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A disturbing aspect of this evaluation process is that it is non-systematic, non-

quantitative and its quality is entirely dependent on the initiative, ingenuity and 

dexterity of the security óanalystô. Apart from some orderly arrangement of 

headings, it is essentially a haphazard process, as far as the contents and 

thought process are concerned. Most probably, what could be perceived as the 

most important shortcoming of the process is its target, which is a threat, 

instead of risk. It is clear from Equation (2.28) that threat is only one of two 

equally important components that make up a risk, and the significance of threat 

cannot be determined without an analysis on a correspondent vulnerability. 

Thus, if the focus of the evaluation process is on the threat, instead of risk, then 

it is not only misdirected but also significantly narrowed down to not more than 

about 50% of what ought to have been considered as inputs. In other words, if 

what the reports claim to have been done on paper is actually what is done on 

the ground, then, an appreciable work would have been left undone. 

 
Possible Geographical Spread of the Nigerian Practice 

In the US military, the concept of risk calculation was not used until April 1998, 

when the first Army doctrinal publication on risk management was made in the 

Field Manual (FM) 100-14 [154]. The doctrine was not fully integrated into the 

Military Decision Making process (MDMP) and the army training management 

system until 2006, when FM 100-14 was revised, expanded and re-designated 

óFM 5-19, Composite Risk Management (CRM);ô a fall-out of the global war on 

terrorism [154]. The CRM, perceived as a significant cultural change for the US 

Army, is ñnot a stand-alone process, a ñpaperworkò drill, or an add-on feature. 

é This milestone manual outlined a framework that leaders could use to make 

force protection a routine part of planning, preparing, and executing operational, 

training, and garrison missions [154].ò 

 

The fact that the US Army knew nothing about risk management as part of 

MDMP, until 1998, is a comfortable indication that the culture of neglect in the 

incorporation of risk evaluation and management into the military security 

assessment, appreciation or estimate process, is global. This position, which is 

also re-enforced by the fact that the Nigerian military might not have been 

alone, having derived its heritage from the British Armed Forces (BAF), is, 
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unfortunately, contrary to the military strategic reasoning that is as old as Sun 

Tzu (about 500 BCE) [26]. Possible reasons behind this anomaly and its major 

implications are highlighted below. 

 
Possible Reasons and Implications 

It is recalled that most military security operatives/analysts started their career 

as intelligence operatives/analyst, and the first thing any intelligence operative 

learns on his mission to become a spy is the intelligence process, as illustrated 

in the Intelligence Cycle [155]. The most crucial stage in the intelligence 

process is the ñintelligence analysis,ò as defined above. Unfortunately, the 

military tradition of learning on the job, with few or no questions and as little 

room for prior theoretical knowledge as the situation permits, encouraged most 

amateur intelligence ñanalystsò to progress into ñanalytical expertsò without 

adequately appreciating the meaning of the term analysis. Thus, while in 

actuality, they engage in more of synthesis than analysis, everything is lumped 

up together under intelligence analysis, to the detriment of synthesis. With time, 

the word analysis became bastardised in its usage, without regard to the fact 

that synthesis is the direct opposite of analysis; this anomaly is not exclusively 

limited to the military and intelligence organisations.  

 

As at today, it would seem as if analysis is the only evaluation and examination 

tool in existence. Thus, virtually, evaluators have all become unconscious 

reductionists. It is common to hear of data analysis, political analysis, security 

analysis, scientific analysis, economic analysis, and demographic analysis, 

etcetera; while, in fact, all these evaluation processes involve both analysis and 

synthesis. Of all the literature search for this work [34], examining about 200 

Intelligence Cycle models [155, 158-160], the word synthesis never appeared in 

any of them, except for the Indian Army [161], while analysis appeared in all of 

them; either as a heading or at least in the explanations. In the researcherôs 

entire life (at 53), he has never come across the noun synthesist (the same is 

true of his computer, which rejects it as an English word: thanks to Encarta and 

Oxford dictionaries; otherwise, he would have been lost). On the other hand, 

hardly does a day pass by without one seeing or hearing the noun analyst. This 

original misconception in the assessment skill of the intelligence officer, which 

resulted in referring to the function of synthesis as analysis, and having no idea 
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about synthesis at all, was progressively transferred and inherited from 

generation to generation. Some of the intelligence officers might have never 

been conscious of the technical meaning of the term analysis, standing alone, 

without any linkage as in the phrase intelligence analysis. In other words, they 

might know what the phrase intelligence analysis means, as part of a 

professional heritage, but they might not even understand what the operating 

term analysis, itself, stands for.  

 

In the process, this evolved a culture of non-systematism and haphazardness in 

the perception and attitude of most of the intelligence officers in relation to 

assessment processes. Since there is a very thin or no dividing line between 

the intelligence operative/analyst and security operative/analyst, this culture 

was transmitted in situ; from intelligence analysis to security 

analysis/assessment. Thus, the terms vulnerability and risk in security 

assessment have suffered the fate that is almost identical to that of synthesis in 

intelligence assessment, while threat in security assessment enjoys the 

undeserved dominance of analysis in intelligence assessment. This appears to 

be the crux of the matter with all public defence, intelligence and security 

heritages around the world, except for some of those aligned with the US and 

who are amenable to quick adaptation [34]. It is the same reason that is most 

probably responsible for the divergence in the security assessment practices 

between the two segments of the security industry. 

2.5.3 Security Assessment Practice in the Private Security Industry 

The security assessment procedure in the private security sector of the security 

industry is governed by the relationship established in Equation (2.28), as 

illustrated in Figures 2.10 and 2.12 (a, b) [152, 162]. It is highly systematised, 

with a very clear sequence of actions, and a check-back procedure which 

enhances review. It focuses on risk as the output, with threat and vulnerability 

as inputs.  The risk assessment and management processes are similar for all 

organisations, though implementation may depend on the nature of the risks in 

question [163]. Consider the following: 
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 (a)  

 
 

    (b) 

 

Figure 2.12: (a) Risk management overview (b) A flow chart for risk 

mitigation action points [152, 162] 

 

 

Approaches 

The US approach employs the Military Standard (MIL-STD-1629) procedure for 

performing Failure Modes Effects and Criticality Analysis (FMECA) [164]. This is 

an evaluation technique which charts the probability of failure modes within a 
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system against the severity of their consequences in a Risk Assessment Matrix 

[165]. The key objective of FMECA is to systematically evaluate and document 

the potential impact of each functional or hardware failure on mission success, 

personnel and system safety, system performance, maintainability and 

maintenance requirements. The UK approach, on the other hand, uses the Risk 

Priority Number (RPN) methodology [163]. This is a method for evaluating the 

risk associated with potential problems identified during a Failure Mode and 

Effects Analysis (FMEA). An FMEA can be performed to identify the potential 

failure modes for a product or process. The RPN method then requires the 

assessment team to use past experience and engineering judgment to rate 

each potential problem according to the following rating scales[165]:   

o Severity -  which rates the severity of the potential effect of the failure.  

o Occurrence -  which rates the likelihood that the failure will occur.  

o Detection -  which rates the likelihood that the problem will be detected 

before it reaches the end-user/customer.  

 

2.5.4 The Risk Assessment Matrix 

In a systematic risk analysis to determine the potential problems in the security 

of a system, it is useful to create a matrix of the various threats and 

vulnerabilities associated with the system (Risk Assessment Matrix).  

Before Using the MIL-STD-1629 procedure, two attributes are required to carry 

out a risk assessment using the risk assessment matrix. Kara-Zaitri [164] 

enumerated these as follow: 

× The Severity, Effect or Impact of the event; if it occurs. 

× The Likelihood of each event in terms of a probabilistic value or class. 

 In this approach, the probabilities that risks would result from certain 

events are assigned for each event (i.e., the likelihood that a given threat would 

exploit a particular vulnerability) and the effect of the impact of the occurrence is 

also defined. For instance, for a 3 x 3 Risk Assessment Matrix in Table 2.5, let 

the probability levels, with corresponding values, be High (1.0), Medium (0.5) 

and Low (0.1); and the corresponding threat impact levels be High (100), 

Medium (50) and Low (10). Depending on the organisationôs requirements and 
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the granularity of risk assessment desired, a 4 x 4 or 5 x 5 matrix may be used 

[152]. In which case, Very Low/Very High threat probability and a Very 

Low/Very High threat impact to generate a Very Low/Very High risk level can be 

incorporated into the matrix. The resultant matrix for this example is in Table 2.5 

[152, 154].  

 

 

Table 2.5. Risk assessment matrix [149] 

 

PROBABILITY 

SEVERITY (IMPACT) 

Low (10) Medium (50) High (100) 

 

High (1.0) 

 

(10 x 1.0) = 10 

 

(50 x 1.0) = 50 

 

(100 x 1.0) = 100 

 

Medium (0.5) 

 

(10 x 0.5) = 5 

 

 

(50 x 0.5) = 25 

 

(100 x 0.5) = 50 

 

Low (0.1) 

 

(10 x 0.1) = 1 

 

(50 x 0.1) = 5 

 

(100 x 0.1) = 10 

 
       Risk Scale: High (50+ to 100); Medium (10+ to 50); Low (1 to 10)  

 

Having assessed the risk, one of the following risk management decisions or 

mitigation options will have to be considered. Risk mitigation, the second 

process of risk management, involves prioritising, evaluating, and implementing 

the appropriate risk-reducing controls recommended from the risk assessment 

process [152]. Kara-Zaitri [166] stated that these mitigation options include: 

o Avoid  -  Redesign the process to avoid particular risks with the plan of 

reducing overall risk.  

o Diversify  -   Spread the risk among numerous assets or processes to 

reduce the overall risk of loss or impairment.  

o Control  -  Design activities to prevent, detect or contain adverse events 

or to promote positive outcomes.  

o Share  -  Distribute a portion of the risk through a contract with another 

party, such as insurance.  
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o Transfer  -  Distribute all of the risks through a contract with another 

party, such as outsourcing.  

o Accept  -  Allow minor risks to exist to avoid spending more on managing 

the risks than the potential harm. 

 

The goals and mission of an organisation should be considered in selecting any 

of these risk mitigation options. Since it may not be practicable to address all 

identified risks, priority should be given to the threat and vulnerability pairs that 

have the potential to cause a more severe impact on the organisation. In 

addition, due to peculiarities of different organisations, the option used to 

mitigate the risk and the methods used to implement controls may vary [163]. 

Usually, the best approach is to have a mix of appropriate technologies from 

among the various vendor security products, along with the appropriate risk 

mitigation option and nontechnical, administrative measures [152]. 

2.5.5  Findings and Innovative Propositions 

A culture of non-systematism, haphazardness and lack of accountability in the 

perception and attitude of most intelligence officers, in relation to assessment 

processes, has persisted for long [34]. This most probably resulted from the 

original misconception surrounding the opposite functions of analysis and 

synthesis, which was facilitated by the tradition of ólearning on the jobô with few 

or no questions (the copycat syndrome inherent in military regimentation); thus 

virtually obliterating the term synthesis/synthesist from the professional 

dictionary, and over-emphasising analysis/analyst out of proportion in the 

process. Since there is a very thin or no dividing line between the intelligence 

operative/analyst and security operative/analyst, this culture was transmitted, in 

situ, from intelligence analysis to security analysis/assessment. Thus, the terms 

vulnerability and risk in security assessment have suffered the fate that is 

almost identical to that of synthesis in intelligence assessment, while threat in 

security assessment enjoys the undeserved dominance of analysis in 

intelligence assessment. This appears to be the crux of the matter with all public 

defence, intelligence and security heritages around the world, with probable 

exceptions of Indian Army and the armies of those aligned with the US; those 

amenable to quick adaptation. 
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In an effort to resolve this anomaly, the following suggestions would be 

advanced, based on an analysis of the implications enumerated by Adeka [34], 

as follows: 

 

× In the intelligence process, the function usually referred to as intelligence 

analysis is actually a synthesis function; it should be renamed intelligence 

synthesis, which would be carried out by synthesists, and accorded a 

definition similar to that of the Indian Army. (The Indian Armyôs Combat 

Intelligence Précis defines the concept of synthesis in its model of 

Intelligence Cycle as, óthe process of putting together all intelligence (that is, 

evaluated and interpreted information, including the intelligence staffôs 

assessment) pertaining to a combat area; to analyse the 

strengths/weaknesses of the enemy and predict the manner in which he is 

likely to conduct his operationsô). 

 

× Intelligence products should be amenable to re-evaluation and accountability. 

This is in line with the current thought, as from the 1970s, necessitated by 

scandalous revelations mostly characterised by high-handedness on the part 

of intelligence agencies or treacherous manipulations by political leaders, 

globally [167]. 

 

× In military and security operations, the object of security assessment should 

be the risk, which is quantitatively measured via the Risk Assessment Matrix 

approach, using threat and vulnerability as inputs; threat and vulnerability 

should be uniquely defined and differentiated, contrary to the practice in the 

US military. Thus, where there is presently Threat Analysis or Threat 

Assessment as a heading in an estimating process or security report, it 

should be replaced with Risk Analysis or Risk Assessment; and where there 

is none, one should be created as necessary. In other words, the highest 

security assessment heading in an estimating process or security report 

(whether it is a main, group, paragraph, sub or sub-sub-paragraph heading) 

should discuss the risk, with threat and vulnerability as sub headings or 

considerations under it. 
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× A risk assessment security report should reflect the process that produced it; 

both should agree. Depending on the extent of complexity or level at which 

the assessment is made, there may be a need to attach a risk assessment 

worksheet as an annexure or appendix to the reports. 

 

Thesis, Synthesis and Innovative Propositions 

 

As a ripple effect of this investigation, it has become necessary to devise some 

new terminologies and adjust the context of others to cater for some of the 

problems identified. It is recalled that analysis and synthesis ought to go hand in 

hand for optimum results, and that one technique may predominate in certain 

instances. Thus, instead of lumping up everything together, calling it Data 

Analysis, and then be accused of suffering from the hangover of the intelligence 

officersô culture of complacency, it should be possible to communicate the exact 

technique being employed: such as data analysis; data synthesis; data analysis 

and synthesis; and in what relative proportions, if necessary.  

 

It would not be satisfactory if this effort is concluded without taking a second 

look at the word thesis in the context that it is a synonym of dissertation. As 

defined, etymologically, the prefix ósyn-ô is of Greek origin, meaning ótogetherô, 

ótogether withô or óunited.ô  Similarly, the word óthesisô comes from ótithenaiô, 

which is Greek for óto put or lay down.ô A careful examination of the research 

process reveals that it would pass through some or all of the following stages 

and more [147]: 

 

× Data Collection/Organisation  -  Make data manageable. 

× Data Mining  -  Identify what you see. 

× Data Sorting and Clustering  -  Manipulate or reframe and integrate data as 

necessary. 

× Identification of Insights - Discuss, articulate, incubate and socialise the 

insights. 
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All of the above stages in the research process, and other minor processes 

would precede the final process; which is the harmonisation of all the bits into a 

single report which is popularly referred to as thesis or dissertation. However, 

even before the research proposal is completed, the process of putting down 

(thesis) notes of different lengths and forms would have already commenced. 

So, whether on a board/wall as in Figure 2.13 or in notebooks, digital data 

repositories of all kinds - including the computer, as well as in the researcherôs 

brain, there would have been theses all over the place already. Hence, it would 

be more meaningful to distinguish the final dissertation from all the other pieces 

of theses. Thus, the synonym of dissertation ought to be termed a Synthesis, 

rather than a Thesis. 

 

 

 

 

Figure 2.13.  Open card sort arrayed on a wall; showing some Theses [147] 

 

2.5.6 Neologies 

The neologies, which emerged as a consequence of the risk assessment 

discoveries outside the main research focus, are as proposed and defined 

below: 
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× Analosynthesis - A data evaluation method which employs both analysis 

and synthesis, but it is analysis-heavy or the analysis approach 

predominates. 

× Synthonalysis - A data evaluation method which employs both synthesis 

and analysis, but it is synthesis-heavy or the synthesis approach 

predominates. 

× Equisynalysis - A data evaluation method which employs both analysis and 

synthesis, where both techniques are almost equally employed; about fifty-

fifty. 

×  Synthesis4 - This term should replace analysis in the Intelligence Cycle; the 

phrase óIntelligence Analysisô now becomes óIntelligence Synthesisô. 

× Socio-cryptanalysis - This refers to social or human hacking, using social 

engineering techniques. 

× Implications ï N.B: It should be noted that the ripple effects of the above 

propositions would also apply; i.e., other terms corresponding to the above 

terminologies are also inherently proposed. For instance: analyst, analytic 

and analytical correspond to analysis, similarly, synthesist, synthetic and 

synthetical  are also assumed to have been catered for (where they never 

existed), corresponding to synthesis as defined herein; and ditto for all the 

other terminologies.  

 

The proposed shift in nomenclature, from a threat to risk, would not only 

facilitate a better understanding of the entire processes but also propel the need 

to employ relevant evaluation tools, as expected of professionals. Again, risk is 

a function of the likelihood that a given threat-source would exploit a particular 

existing/potential vulnerability, and the resulting impact of that adverse event on 

the target of interest. Threat and vulnerability, as defined, do not belong to the 

same environment and are generally of different characterisation. Threats come 

from the usually unknown/known adversary or accident which may be artificial 

or natural, all of which are external to the asset that is being protected, and are 

meant to harm it, either intentionally or otherwise. Vulnerabilities, on the other 

hand, are faults/weaknesses due to a failure or inadequacy which are inherent 

                                                      
4
Etymologically, a very close and careful examination of the above definitions might even 

suggest that the word Thesis, as a synonym of Dissertation, should be replaced with 
Synthesis. This becomes evident, if it is accepted that what the Greeks refer to as thesis is as 
reflected in Figure 2.13. 
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to the asset that is being protected.  A threat would remain a threat distinct from 

vulnerability, and it would remain insignificant unless there exists a relevant 

vulnerability that corresponds to it. The two concepts should never be grouped 

together as one concept (as employed in the US military doctrine), as this would 

compound the assessment process; since it would be difficult to eliminate all the 

risks, where a threat lacks a corresponding vulnerability, it would cancel out 

naturally and simplify the risk assessment process.  

 

It should be noted that this proposal does not eliminate threat analysis, but it will 

bring into pragmatic focus the relevance of threat itself, by highlighting its 

natural and indispensable relationship with vulnerability in the security 

assessment context. Similarly, it compels the threat to take its proper place, at a 

lower level, as one of two equally important inputs in the security assessment 

process. 

 

After going through the concept of security and its assessment procedures in 

the last two segments, cyber/cyberspace and its threat landscape are discussed 

in the next segment. This will underscore the significance of cryptography, 

cryptanalysis and social engineering concepts that are treated immediately 

afterwards. It is an appreciation of this significance that instigated the measures 

proposed in Chapter 6 to drive home the danger inherent in the apparent 

negligence of exploitation of trust by confidence artists with negative 

implications on cybersecurity. 

 

2.6 The Concepts of Cyber and Cyberspace 

As a prefix, ócyber-ô is used in an increasing number of terms to describe new 

things that are being made possible by the spread of computers. For instance, 

cyber-phobia means an irrational fear of computers [168]. The term originated 

from kybernetes, the Greek word for steersman or governor [169]. Its 

contemporary usage dates back to 1948 when it was first used in cybernetics, a 

word coined by Norbert Wiener and his colleagues [15]. óCyberô is mostly used 

as a prefix to describe a person, thing, or idea as part of the computer and 

information age. Thus, the word ócyberô, almost a synonym of the computer, 

could be defined as something of, relating to or involving computers/computer 
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networks [144].  It is in this context that the Internet is described as the cyber 

marketplace.  

 

Closely related to cyber is the concept of cyberspace, a metaphor for describing 

the non-physical terrain (a virtual world) created by computer systems [170].  

For instance, online systems create a cyberspace within which people can 

communicate with one another (via e-mail), do research, or simply window-

shop. Like physical space, cyberspace contains objects (which include files, 

mail messages, and graphics) and different modes of transportation and 

delivery. Unlike real space, however, exploring cyberspace does not require any 

physical movement other than pressing keys on a keyboard or moving a mouse. 

Defined as ñthe online world of computer networks and especially the Internetò 

[144], the term cyberspace was coined by William Gibson. He first used it in his 

story "Burning Chrome", in 1982 [171], [172], and it appeared in his science-

fiction novel, Neuromancer, in 1984 [173].  The US National Military Strategy for 

Cyberspace Operations defines cyberspace as ñthe domain characterised by 

the use of electronics and the electromagnetic spectrum to store, modify and 

exchange data via networked systems and associated physical infrastructures.ò  

This leads to a brief highlight on network security. 

 

2.6.1 Network Security 

 

In computer networking, network security [174] consists of the measures taken 

by the network administrator to prevent and monitor unauthorised access, 

misuse, modification, or denial of the computer network and network-accessible 

resources. It is the granting of access to data in a network for authorised users 

and denial of same for unauthorised users, as determined by the network 

administrator. Users are assigned an ID and password that allows them access 

to information and programmes within their authority. A glossary of cyber-

network and Internet-related terminologies is in Appendix 1; network security is 

in the third transport layer as illustrated in the appendix ï Figure 1-2. 

 

2.6.2 Constituents of Cyber Warfare 

 

It is difficult to come by a globally accepted definition of cyber warfare, since the 

UN has none [175].  It is even being debated as regards the correctness of the 
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term cyber warfare.  Instead of calling it a form of warfare, some believe that all 

politically motivated cyberattacks are merely sophisticated versions of three 

activities that are as old as warfare itself. Thus, what should really be talked 

about are cyber-sabotage, cyber-espionage, and cyber-subversion, instead of 

cyber warfare [176]. However, in line with the opinions of other experts, 

Pentagon has formally recognised cyberspace as a new domain in warfare; the 

5th Domain, after land, sea, air and space [177-179]. 

 

In view of the above, cyber warfare may be defined as "actions by a nation-state 

to penetrate another nation's computers or networks for the purposes of 

causing damage or disruption" [180]. This seems to situate cyber warfare as a 

form of cybercrime which includes an activity crossing international borders and 

involving the interests of at least one nation-state [181]. This concept seems to 

be in tune with the two historical standards for warfare doctrine [175]: ñWar is 

nothing but a duel on an extensive scale. é war, therefore, is an act of violence 

to compel our opponent to fulfill our will,ò [26] and ñOne hundred victories in one 

hundred battles is not the most skillful. Seizing the enemy without fighting is the 

most skillfulò [182].  

 

2.6.3 The Threat Landscape in Cyber Warfare 

 Whether it was under Sun Tzu, Napoleon Bonaparte, Alexander the Great or 

own contemporary world, no analysis of war can be made without an 

understanding of the enemy forces and their composition, disposition, strength, 

centres of gravity and terrain [175]. In this virtual warfare, the battle space 

consists of the cyberspace as defined in Section 2.6, while the weapons consist 

of the various cyber tools, especially the computer/Internet, employed in 

cybercrimes. These crimes include hacking, botnet, phishing, cyberbullying, 

cyber stalking, virus attacks, malware/spyware attacks, fraudulent websites, 

denial-of-service attacks, ID theft (impersonation to commit fraud), cyber 

terrorism, and cyber war.  

 

The threats are classified into the most active threats (in terms of actors) and 

the most dangerous threats (in terms of impact) [175]. In descending order, the 

threat landscape in terms of the number of cyber activities is dominated by the 
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script kiddy, criminal, hacker groups, insider, political/religious groups and 

APT/Nation-state (Advanced Persistent Threat; military and affiliated groups 

that may receive support from the government). Of these, the malicious insider 

is adjudged to be the most dangerous group; they are estimated to represent 

only about 20% of the threat but cause about 80% of the damage [175].  

Researchers have shown that, in terms of damages caused, the impact of the 

activities is almost in reverse order, compared to the prevalence of activities. 

Thus, in descending order, the threat landscape in terms of the impact of cyber 

activities is dominated by APT/Nation state, insider, terrorism, 

physical/environmental attacks (both natural and man-made), criminal/phishing 

attacks, hacker groups, unintentional actions, hacktivism and Noob/Script kiddy. 

The motivations for cyberattacks are varied. They are however influenced by 

the number of activities in descending order as follows: money, espionage, 

skills for employment, fame/status, entertainment, hacktivism, terrorism, and 

war. 

 

2.6.4 National Cyber Threats 

This section will briefly discuss the national cyber threats, vulnerabilities, motivations 

for cybercrimes, and the DDoS attacks. In the US, the concept of having a 

programme for the protection of national or critical infrastructure against 

cyberattacks has been in place since 1996. In 2001, the Patriot Act defined 

critical infrastructure as those ñsystems and assets, whether physical or virtual, 

so vital to the United States that the incapacity or destruction of such systems 

and assets would have a debilitating impact on security, national economic 

security, national public health or safety, or any combination of those matters.ò 

 

Any of the common security concerns of modern computer security, as 

highlighted in Section 2.7, threatens mostly cyber-based national infrastructure. 

These include confidentiality, integrity, availability, authenticity, non-repudiation 

and identity theft [1, 183, 184]. These are the primary considerations or pillars in 

modern computer communications security. They manifest via an ever-growing 

list of cybercrimes, as highlighted in Sections 2.6 and 2.6.4, the worst of which 

is the DDoS attack [15]. 
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In addressing these pillars of security concerns, which may involve both 

technical and nontechnical measures, the following means would also need to 

be provided: identification ï who does the client claim to be; authentication ï 

how could it be established that the client is actually who he claims to be; 

authorisation ï now that the client has been verified, what is he/she allowed to 

do; accountability ï who did what, and, perhaps, who pays the bill? Measures 

aimed at addressing some of these concerns are discussed in Section 2.7. 

 

National Cyber Vulnerabilities 

 

Unlike threats, vulnerabilities are not easily amenable to grouping in taxonomy. 

Howev er, the national infrastructure would need to address obvious problems 

like improperly configured equipment, poorly designed LANs, unpatched system 

software, exploitable bugs in application code, and locally disgruntled 

employees. It is recalled that of all the malicious actors, the malicious trusted 

insiders are the most dangerous. The most fundamental vulnerability in national 

infrastructure is the pervasive complexity underlying the system. The staggering 

complexity is such that, many times, it is unpalatable security incidents that 

uncover aspects of computing functionality that were not previously known to 

anyone; including the system designers, at times [183, 185]. In addition, it is 

most discomforting to note that, in some cases, the optimal security solution 

requires the simplification and cleaning up of poorly conceived infrastructure; 

most large organisations are not amenable to this approach. 

 

In most cases, the best way to ensure a comprehensive assessment of 

vulnerabilities associated with national infrastructure is to take care of their 

relative exploitation points. In order to appreciate this approach, an abstract 

national infrastructure cybersecurity model is illustrated in Figure 2.14.  It 

comprises of the external adversary (hackers on the Internet), the internal 

adversary (trusted insiders), and supplier adversary (vendors and partners). 

The model also shows three exploitation points, namely; remote access 

(Internet and telework), system administration and normal usage (management 

and use of software, computers, and networks), and supply chain (procurement 

and outsourcing). The three exploitation points and types of adversaries could  
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be associated with different types of possible motivations, for either a full or test 

attack on national infrastructure, as highlighted in the next segment. 

 

 

Figure 2.14. Adversaries and exploitation points in national 
infrastructure [16] 

 

  

Whenever vulnerability is identified within an organisation, it is necessary for an 

appropriate authority to make a public vulnerability advisory if the benefits of 

notifying the system maintenance engineers outweigh the risk of alerting the 

intruders. This cost-benefit calculation is particularly important where many 

other organisations can directly benefit from the information by taking 

immediate remedial actions. The timing and manner of issuing a vulnerability 

risk advisory, or whether it should not be issued at all, must be determined on a 

case-by-case basis, depending on the threat and situation [183]. 

 

Motivations for Cyber Attacks 

Possible motivations for cyberattacks on an infrastructure may include the 

following [183]: 

 

× Country-sponsored Warfare - A cyberattack that is sponsored and 

funded by enemy countries and directed at the national infrastructure 

ought to be considered as the most important potential motivation. This is 

because the willingness and intensity of such an adversaryôs capacity to 




















































































































































































































































































































































